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Abstract

Working memory is the ability to maintain and manipulate information in the conscious mind over 

a timescale of seconds. This ability is thought to be maintained through the persistent discharges 

of neurons in a network of brain areas centered on the prefrontal cortex, as evidenced by 

neurophysiological recordings in non-human primates, though both the localization and the neural 

basis of working memory has been a matter of debate in recent years. Neural correlates of working 

memory are evident in species other than primates, including rodents and corvids. A specialized 

network of excitatory and inhibitory neurons, aided by neuromodulatory influences of dopamine, 

is critical for the maintenance of neuronal activity. Limitations in working memory capacity 

and duration, as well as its enhancement during development can be attributed to properties of 

neural activity and circuits. Changes in these factors can be observed through training-induced 

improvements and in pathological impairments. Working memory thus provides a prototypical 

cognitive function whose properties can be tied to the spiking activity of brain neurons.

Introduction

Working memory (WM)—the ability to maintain and manipulate information in conscious 

mind over a timescale of seconds—is a critical cognitive function in the ability to learn, 

make decisions, and function in daily life (1, 2). This ability can be disrupted after brain 

injury, most importantly in the prefrontal cortex (PFC) (3-7). Neural correlates of WM have 

been identified in the activity of neurons in cortical and subcortical areas. As such, working 

memory represents a prototypical case of a mental phenomenon that can be explained in 

terms of underlying brain activity. The precise mechanisms that underlie WM remain subject 

to debate (8). In this article, we review the current state of knowledge and open questions, 

examining prior models and proposing a road forward.

We begin by reviewing conceptual models of WM as general frameworks that can be used 

to bind experimental findings into a unified theory. This discussion will also demonstrate 

how some of the controversies surrounding the field can be accounted for by the different 

methodologies and levels of analysis that different studies have undertaken. We proceed 

by reviewing the alternative accounts of the neural basis of WM, including those based on 
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persistent activity generated by cortical neurons, those based on rhythmic discharges and 

those that do not depend on discharge rates modulation (activity-silent models). The debate 

between these accounts also provides an opportunity to examine the localization of WM in 

the brain. Traditional models, such as the original bump attractor model, have placed the 

PFC as the seat of WM, though alternative accounts suggest that the sensory cortex is the 

primary site of WM, with the PFC playing a supervisory role instead.

Although the emphasis of the article is on visual WM, neural correlates of other modalities 

have also been described and their review is instructive to defining the underlying 

mechanisms of WM. Human WM is notoriously limited in terms of its capacity and 

duration; we examine the neural basis of these limitations, and the competing models that 

have been proposed to account for them. We then discuss neural correlates of WM in 

non-primates (rodent and avian species) and what they reveal about the evolution of working 

memory maintenance. We move on to examine the enhancement of working memory 

abilities through the course of childhood development and through training, in adulthood. 

We also discuss individual differences between people, the relationship between working 

memory and other constructs such as attention and intelligence, and disorders of working 

memory. The review ends with conclusions and open questions for future investigation.

Conceptual Models of Working Memory

The definition of working memory has undergone a series of revisions since its introduction 

to the scientific vernacular in the 1960’s (9), better relating this mental phenomenon to 

well-defined neuroscience concepts in order to alleviate the indeterminacy that often relates 

to philosophical constructs (10, 11). WM is therefore conventionally defined at present 

as a fundamental cognitive system that facilitates the temporary storage and manipulation 

of information in the immediately conscious mind (1, 12-14). This is a critical cognitive 

function in the ability to learn, make decisions, and function in daily life, and its underlying 

mechanisms are often examined through the life disruptions that are suffered in the case of 

brain injuries or conditions such as schizophrenia and ADHD (3-7).

The classic Atkinson–Shiffrin multi-store model (Fig. 1A), also known as the modal model 

of memory, distinguished between three memory stores: a sensory register, a short-term 

store, and a long-term memory store (15). The sensory register buffers information from 

sensory modalities, and in the case of vision (“iconic” memory) it has very rapid decay, 

in the order of half a second or less. The duration of the sensory register for auditory 

information (“echoic” memory) is longer in the order of 5 seconds or so. As we will discuss 

in the later sections regarding the neural basis of WM, certain aspects of this model have 

a strong empirical grounding in current neuroscience research. The activation of neurons in 

the visual cortex persists for several hundred milliseconds after the offset of a stimulus, thus 

providing a neural correlate for the sensory register (16). The PFC and its connected areas 

then maintain specific patterns of activity throughout the entire period in which a stimulus 

is remembered, providing a neural correlate for the short-term store. Atkinson and Shiffrin 

also referred to the short-term store as working memory, using a term introduced by Miller 

and colleagues (9, 15, 17). Despite its appeal, the Atkinson–Shiffrin model was not without 

shortcomings. It assumed a single short-term memory system for all memory items and it 
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proposed rehearsal as the main mechanism for the transfer of information from short-term to 

long-term memory, without which, information would decay (18).

Spurred by experimental observations that contradicted these tenets, Baddeley and Hitch put 

forth a model of working memory (Fig. 1B), the most recent version of which distinguishes 

between a central executive and three subsidiary systems, the phonological loop, the 

visuospatial sketchpad, and episodic buffer (19). Auditory information, spoken and written 

words, and any other phonological information is thought to be stored in the phonological 

loop, which retains a limited store of objects through the process of real time vocal and 

subvocal rehearsal. The visual-spatial sketchpad plays a similar role for visual and spatial 

information, with limited interference from items maintained in the phonological loop. The 

most recent addition to the Baddeley model is the episodic buffer, which is thought to be a 

passive storage system that would link the different memory domains (1). This is a highly 

important function, as the integration of objects from different types of WM would allow the 

creation of entirely new objects from our imagination. Moreover, given the limits of working 

memory, the episodic buffer would serve the critical purpose of allowing a collection of 

associated features to be stored as a single complex object, to increase the efficiency of WM 

capacity (20, 21). In addition, the episodic buffer also plays an important role in linking 

WM to long term memory (LTM), with retrieval occurring through conscious awareness 

(22). As a result, the episodic buffer would be the component of WM which makes objects 

consciously available. Arguably, the most important component of the Baddeley model 

is the central executive, which is responsible for the control and regulation of the other 

components. This is achieved through focusing attention, which allows specific objects to 

be selected in WM, or dividing attention simultaneously between multiple targets. Another 

executive function is the ability to switch between tasks. Finally, the central executive assists 

in connecting WM with LTM, both in recalling object that were previously stored in LTM, 

such as an individual attempting to remember a prior event, as well as selecting objects to 

transfer to from WM to LTM (23, 24).

The Baddeley model has been tremendously influential, however it has also been the 

target of criticism. For example, the function of task switching in the central executive 

has proven to be more complex than originally thought, with multiple stages proposed, 

and different modalities requiring different cognitive resources (25, 26). As a result, the 

prospect of a centralized task switching function appears increasingly remote (27-29). The 

correspondence between the model’s conceptual systems and neural structures and processes 

is also not straightforward. One class of neuroscience models of working memory places 

the executive role of the model on the prefrontal cortex, whereas the subsidiary systems 

maintain the contents of working memory at the sensory cortices (e.g. visual, auditory) 

(30). However, other models dispute this division on the basis of strong evidence for 

sensory information being maintained within the PFC, by the same neurons that implement 

top-down control, thus supporting the idea of the PFC being the anatomical seat of both 

executive and subsidiary systems of WM (31).

In view of this criticism, and to provide an alternative framework for future studies, we 

propose a model of working memory inspired from the anatomical organization of the 

brain circuits involved in working memory maintenance and the integration of the executive 
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and storage WM functions into the same neuronal circuits (Fig. 1C). Areas involved in 

working memory maintenance are represented in color in all of the models of Fig. 1. Our 

model places prefrontal cortex in the center of the working memory circuit but recognizes 

that the sensory pathways that transmit information to prefrontal cortex are interconnected 

through reciprocal loops with the prefrontal cortex. In this sense, afferent cortical areas 

are not sufficient for the maintenance of working memory by themselves, but necessary 

by virtue of their connections that allow persistent activity to reverberate (and are drawn 

in intermediate color saturation). This proposed model supports the relative independence 

of different modalities, as these would activate different ensembles of neurons, though it 

emphasizes that this separation is not absolute within the prefrontal cortex; neurons with 

non-linear interaction of stimulus properties, or “mixed selectivity” have been described 

between domains (32). Our new model therefore represents a new starting point for the 

investigation of WM, building upon the models of the past.

Some recent studies of working memory, in an attempt to clarify ambiguities in vocabulary, 

have begun using the term “WM” to refer specifically to the process of manipulation for 

complex information, in contrast to "short term memory", which is then used exclusively 

to denote the memory of simple stimuli (e.g. colored squares) that are maintained without 

any further transformation (33). Although the idea is far from unreasonable, it has created 

considerable confusion in the literature, as the use of “working memory” with its original 

meaning has persisted, in parallel.

Another unresolved conceptual debate centers on the relationship between memory and 

attention. At one extreme of the spectrum, WM and attention are synonymous processes: we 

become consciously aware of objects when we attend them, and the application of attention, 

such as through rehearsal, is also used to maintain objects even when they are no longer 

present (34-37). There is also strong evidence of overlap between the neural apparatuses of 

attention and WM (38). At the other extreme, attention and memory are readily dissociable, 

implying the possibility of attending a stimulus without maintaining it in memory (39) or 

storing an item in memory without even awareness of it, let alone attention (40, 41). In 

this review, we take the position in favor of the likely dissociation of attention and WM, 

even if one does not take this concept to the extreme. For example, the concept of attention 

is meaningful for examining stimuli that are physically present; we tend to attend specific 

visual stimuli even under conditions that place no memory demand. The neural correlates 

of attention are also evident in the processing of sensory stimuli in the early sensory cortex, 

despite the fact that these neurons do not maintain discharges while WM is in use (42-44). 

Conversely, a complete disregard for attention in WM does not seem to be possible, as 

attention plays a variety of roles, including the direction of focus to one of multiple stimuli 

held in memory (45).

It is also instructive to contrast WM with LTM. Classic neuropsychological studies 

suggested that patients with anterograde amnesia, most famously, patient H.M., had intact 

WM (46). The basis of LTM storage was thus thought to be entirely separate from 

WM, being mediated by long term potentiation in the hippocampus rather than persistent 

discharges in the PFC (47). This dichotomy has also been revisited in recent years as recent 

studies have recognized that the hippocampus is active during WM (48). Moreover a class 
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of models suggest that synaptic mechanisms make up the primary mechanism of WM, just 

as they do for LTM (49). Neural correlates of intermediate scales in the continuum between 

short-term and LTM have also been recognized (50). However, a variety of qualitative 

differences still remain unchallenged. Specifically, LTM does not seem to have an upper 

limit to its duration, lacks an upper limit to storage, and is not impaired by the addition 

of new items, regardless of how many were already in storage. We therefore favor their 

conceptual separation.

Neural Basis of Working Memory

Early neurophysiological experiments in non-human primates identified neurons that not 

only respond to sensory stimuli, but remain active during a period after the stimuli were 

no longer present; this “persistent activity” therefore provided a neural correlate of working 

memory (51, 52). Persistent activity has since been demonstrated in human intracranial 

recordings, as well (53). Visuo-spatial working memory has been a particularly fruitful 

model since spatial location can be varied parametrically and the activity of neurons 

representing each location can be studied systematically. Persistent activity in the prefrontal 

cortex has been shown to explain many aspects of behavioral performance in visuo-spatial 

working memory tasks, such that firing rate can predict whether the subject will recall the 

item correctly or not, or what location the subject will recall (54). However, in recent years, 

alternative accounts for the neural correlates of working memory have been introduced. We 

will group these alternatives into two categories: first, those that rely on rhythmic activity 

and second, those that propose information encoding without changes in mean firing rate 

during the delay period, that is, “activity silent” models.

Persistent Discharges

A great deal of experimental work has been centered on the representation of spatial 

information in working memory and theoretical research has established a concrete 

framework in the context of the “bump attractor model” (55-57). Models for the 

maintenance of object memory have been comparatively less established, considering that a 

near infinite number of objects can be stored in memory with no obvious network structure 

that can represent them in an equivalent, parametric fashion, and only a small percentage 

of neurons are active during maintenance of any object in memory (56). In light also of 

the relative segregation of spatial and non-spatial information in the brain (58, 59), we will 

henceforth consider these systems to be interlinked, but ultimately separate domains. In each 

case, we examine the evidence for persistent activity being the neural correlate of working 

memory and discuss arguments raised for and against it.

Spatial Working memory—Spatial working memory in both animal models and humans 

has been assessed through a variety of classical tasks, including the delayed response, 

delayed alternation, and match/nonmatch tasks. In the oculomotor delayed response task 

(ODR – also referred to as the memory guided saccade task) a brief visual stimulus is 

presented, and must be maintained in the subject’s working memory throughout a delay 

period, after which it is reported via an eye movement (52, 60, 61). Another common 

task, the delayed alternation task, also requires (hand or eye) movements to one of two 
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locations, alternating in successive trials and therefore requiring the preceding location to 

be maintained in working memory (62, 63). Individual neurons exhibit persistent activity 

with selectivity for different spatial locations during the performance of these tasks (Fig. 

2), thus allowing the remembered location to be decoded from the activity of the neuronal 

population (64). The dorsolateral prefrontal cortex appears to be particularly specialized 

for spatial location, and recordings that sampled prefrontal neurons in a random, unbiased 

fashion (without isolating neurons based on their responses) found approximately 30% 

of neurons exhibit persistent discharges during spatial working memory tasks (65). This 

percentage varies between the anterior/posterior and dorsal/ventral subdivisions, with the 

mid-dorsal area exhibiting the highest proportion of neurons with persistent activity (66). 

This proportion may even be underestimated by the limited number of spatial locations 

typically sampled in the ODR task (e.g. eight spatial locations arranged on a ring of 10-15 

degree eccentricity); experiments that used more extensive arrays of stimuli, encompassing 

16 locations, reported persistent discharges from as many as 70% of all prefrontal neurons 

(67).

Does persistent activity represent merely motor preparation?: This question was once 

a common argument against persistent activity being a neural correlate of working memory 

(68, 69), stemming from how the location of the preceding stimulus in ODR tasks is 

confounded with the direction of the motor response. However, support for this argument 

has been critically undermined as more complex tasks have since revealed that only a 

minority of prefrontal neurons represent motor preparation when this factor is dissociated 

from stimulus properties. For example, when a task requires monkeys to make an eye 

movement to the location opposite to the location of the remembered visual stimulus 

(delayed anti-saccade task), or to a location rotated relatively to the stimulus location 

(rotational ODR task), the majority of prefrontal neurons that generate persistent activity 

represent the location of the preceding stimulus rather than the location of the impeding 

saccade (70, 71). Moreover, persistent activity tuned for the location of a stimulus appears in 

the prefrontal cortex even in tasks where the stimulus does not immediately allow planning 

of a movement. This can be observed in the spatial delayed-match-to-sample task, where 

subjects are required to release a lever or press a button when a stimulus appears at 

a previously cued location. Prefrontal neurons generate persistent activity following the 

presentation of the original stimulus that is tuned for its spatial location, and not the 

preparation of a motor response, which cannot be planned until after the end of the delay 

period (72-75).

Is persistent activity merely an epiphenomenon of spatial working memory?: Strong 

evidence exists that persistent discharges are causally related to behavior. For example, 

working memory performance is significantly impaired when persistent activity is abolished 

via the reversible inactivation of the prefrontal cortex, e.g. through cooling (76). Under 

normal execution of the task, without such an intervention, trials in which persistent activity 

is diminished are also more likely to result in errors (52, 77). A near linear relationship 

between behavioral performance and persistent activity has been revealed in other tasks 

that parametrically modulate the difficulty of a working memory judgment (78). Lower 

performance of the ODR task in adolescent and aged monkeys (79) is also associated with 
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lower levels of persistent activity compared to young adults. Choice probability analysis, 

comparing the distributions of firing rates in the delay period of correct and error trials, 

also reveals a strong relationship between prefrontal persistent activity and the behavioral 

outcome of each trial (80).

Computational models provide mechanistic detail of how persistent activity influences 

working memory performance. Persistent activity is sustained in such models by virtue of 

re-entrant connections between neurons with similar tuning for stimulus properties, so that 

activation after afferent input is maintained in the network, which behaves as a continuous 

attractor (81). The bump (peak) of activity in the network determines the location recalled 

by the subject (Fig. 2), hence the term bump attractor (55). Drifts in neuronal activity 

thus account for deviations of behavior: persistent activity recorded from trials in which 

monkeys make eye movements deviating clockwise vs. counterclockwise relative to the true 

location of the stimulus yields slightly different tuning curves, implying that the peak of 

activity at the end of the delay period determines the recalled location (55). Similarly, the 

variability of a neuron’s delay period activity (estimated by the Fano factor of spike counts, 

i.e. the variance divided by the mean) is maximal for inaccurate saccades to locations at 

the flanks of the neuron’s tuning curve but lower for locations in the peak or tail. This 

finding is also explained by small deviations in saccadic endpoint corresponding to the bump 

of activity shifting in one direction or another, with the most rapid changes in neuronal 

activity occurring if the bump traverses the flank of its tuning curve rather than its peak or 

tail. Finally, spike-count correlations of two simultaneously recorded neurons are lowest and 

negative for inaccurate saccades when the cue appears between the peaks of their tuning 

curves. This result is also consistent with the idea that working memory inaccuracies are 

caused by drifts of persistent activity in the delay period; when the bump attractor randomly 

varies around a location between the peaks of two neurons, it inevitably causes an increase 

in firing rate for one neuron, but a decrease for the other. Importantly, these findings do 

not hold for neurons that do not exhibit persistent discharges, despite these comprising the 

majority of the prefrontal population (55).

Is persistent activity an “artifact of averaging”?: Some neurophysiological experiments 

have reported that individual neurons are only transiently representing information in the 

delay period (16) and persistent activity can be highly variable during the course of a trial, 

and from trial to trial (82). The stimulus properties can be maintained across the entire 

delay period only if one were to average activity across multiple trials and multiple neurons 

(83, 84). This led to the idea that previous reports of persistent activity were an artifact 

of averaging. However, these findings are entirely consistent with computational models of 

persistent activity. Across the population of prefrontal neurons, only a small minority would 

be expected to be active during maintenance of any single stimulus in memory. Variability 

in discharge rate during the course of the trial would be expected even among neurons that 

are highly active at some time point, as the activity might drift in the population. In fact, 

increased spiking irregularity (quantified by the coefficient of variation of the inter-spike 

interval) has been observed in the delay period compared to the fixation period of the ODR 

task (85). This otherwise puzzling finding is precisely predicted by the network models of 

persistent activity. Conversely, if working memory were characterized by short intermittent 
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bursts of high-rate firing (82), then across-trial spike-count variability (e.g., as quantified by 

the Fano factor) would increase dramatically during the delay periods, relative to the fixation 

period (86), which is inconsistent with empirical measurements (87, 88).

Are temporal dynamics of experimentally observed delay-period activity inconsistent 
with persistent activity?: Persistent activity is not stationary during the delay interval (72, 

83, 84, 89), which does represent a contradiction of the simplest, bump attractor models, 

though fundamentally, models of persistent activity describe properties of a population 
code, rather than an individual neuron. Specifically, the working memory representations are 

encoded as a pattern of activations across a population of neurons that is not dependent upon 

any individual cell. Theoretical and empirical analyses have shown that stable population 

coding of working memory is consistent with time-varying neuronal activity (90-92). 

Principal Component Analysis reveals a low-dimensional representation, where stimulus 

location evolves dynamically in time after the cue presentation, but different locations 

remain constrained in separable subspaces (90).

Non-Spatial Working memory—Prefrontal neurons generate persistent discharges that 

represent the identity of objects held in memory, though smaller percentages of neurons 

are active during feature working memory than spatial working memory. Whether object 

working memory is localized in a different subdivision of the prefrontal cortex than spatial 

working memory (ventral vs. dorsal) has been the matter of debate (93, 94). At least a 

quantitative difference seems to be evident, with spatial information more prevalent in the 

dorsolateral prefrontal cortex than the ventrolateral prefrontal cortex, and this dissociation is 

more pronounced in the posterior rather than the anterior prefrontal cortex (95, 96).

Stimulus-selective persistent activity has been described in working memory tasks that 

require the maintenance of stimulus identity or features, such as shape, color, or luminance 

(78, 97-102). Other experiments have reported stimulus-selective persistent activity it tasks 

that required subjects to remember complex images, such as real objects and faces, or 

abstract pictures (93, 94, 103-109). Robust persistent activity has been described for the 

direction of motion of a random-dot stimulus that is always presented at the same location 

(16, 80). Persistent neuronal firing in prefrontal cortex has been observed even in the 

absence of performance of a task, or even learning of a task, while subjects view stimuli 

passively, and we are thus able to recall encountered stimuli even when we are not prompted 

to remember them ahead of time (54). Consistent with this finding, recordings during 

passive fixation reveal persistent discharges selective for faces in the ventrolateral prefrontal 

cortex (105).

However, the evaluation of these findings is complicated by the recent revelation 

that persistent activity in the prefrontal cortex also represents information beyond the 

characteristics of stimuli, including the abstract rules of the cognitive task subjects are 

required to perform (110, 111), categories (104, 112), and numerical quantities (113). 

Persistent activity may be also represent perceptual decisions (114, 115), reward expectation 

(116), and sequences of events or actions (100, 117-119). Persistent firing may even 

represent different aspects of the same stimulus, depending on task instructions (120), and a 
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subset of neurons can represent multiple stimulus features and task variables simultaneously, 

a phenomenon known as mixed selectivity (32, 121, 122).

The realization that prefrontal activity is modulated by task factors to such extent has led to 

a re-evaluation of the nature of information represented in persistent activity (30). The most 

extreme possibility would suggest that all stimulus-selective information actually originates 

from task rules or categorical judgments between alternatives rather than representing the 

memoranda themselves. For example, in a study that required the maintenance of stimulus 

color in working memory, significantly more prefrontal neurons were selective to location 

than color, despite the fact that only color was task relevant (123). Another experiment, 

which required the maintenance of a sequence of stimuli, revealed a drop off in their linear 

classifier’s ability to decode any stimuli that preceded the most recent from prefrontal 

activity (124).

These negative findings must be interpreted cautiously. To explain the lack of color 

selectivity, the activation of only a small proportion of prefrontal neurons, in the order 

of 5-15% (123) may be sufficient for the representation of stimulus information. It 

is also possible that color-selective neurons—and their persistent activity patterns—are 

concentrated in specific prefrontal “patches” (125) rather than be diffused across the 

entire prefrontal surface. Moreover, to explain the decreased decoding ability for less 

recent stimuli, information about multiple stimuli may be abstracted (126) so that activity 

representing a sequence may differ from the representation of each stimulus in the sequence, 

thus resulting in an apparent negative finding. The generation of stimulus-selective persistent 

activity in monkeys never trained to perform a task also argues against the idea that 

persistent prefrontal activity only represents tasks and rules and that stimulus information is 

mediated in other brain areas or through other mechanisms. Prefrontal neurons also routinely 

represent stimulus features even when they are irrelevant for the task at hand (78, 127, 128).

Rhythmic Models

Rhythmic activity has long been implicated in hippocampal-dependent memory, and 

communication between the hippocampus and prefrontal cortex, in rodents (129). In the 

human literature, the frequency of oscillations evident through MEG, EEG and ECoG 

recordings has also been associated with distinct working memory processes (130). Recent 

neurophysiological studies in non-human primates have begun to address more specifically 

what role rhythmic firing may play in working memory (131-135). The magnitude, 

frequency, and phase of oscillations within the prefrontal cortex and between the prefrontal 

cortex and other areas have been shown to be modulated depending on stimulus and task 

information (131, 134), thus allowing information about the stimulus held in memory or 

the task to be performed to be decoded based on these parameters. For example, oscillatory 

synchronization between LFP signals recorded from different sites within the prefrontal 

cortex has been shown to be modulated based on which of two task rules a monkey is 

performing (134). The coherence in rhythmic synchronization between neurons in prefrontal 

and posterior parietal cortices has also been reported to be content dependent with neurons 

from both areas synchronizing their firing at specific frequencies, for different stimuli held 
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in memory (133). The phase of rhythmic activity seems able to differentiate information 

representing two sequentially presented stimuli (135).

Recent studies have specifically proposed that the rate of LFP bursting in the gamma 

frequency range, which correlates negatively with power in the beta frequency, underlies 

working memory (82, 136-139). A corollary of this model is that gamma bursting pooled 

from error trials should be lower than that of correct trials. Unfortunately, no measures of 

behavior were shown to correlate with the purported neural basis of working memory during 

the delay interval in any of these studies. Differences in gamma bursting between correct 

and error trials were reported in one study (136). Critically, no differences were reported 

during the delay periods following the sample presentations in the working memory task 

used. Instead, error and correct trials were differentiated by levels of gamma bursting only 

during the period when test stimuli were presented and the monkeys had to judge whether 

they matched or not stimuli held in memory, and errors were characterized by generally 

higher (not lower) levels of gamma bursting (136).

Gamma bursting may still be necessary for the bottom-up input of sensory information 

(140). For example, in human MEG studies, gamma oscillations were demonstrated to 

follow visual information through the cortical hierarchy during processing into WM (141). 

Moreover, directing attention to sensory objects leads to sensory enhancements consistent 

with prior association between attention and synchronized prefrontal gamma oscillations 

(142-144). In any case, oscillatory activity is not incompatible with persistent activity, 

but instead, might reflect the underlying persistent firing and its ramifications from a 

distance. For example, both robust persistent activity and gamma-band rhythmicity have 

been reported during the delay period of the ODR task (82, 145), as well as the two-item 

sequential working memory task (135). Furthermore, concurrent persistent activity and 

gamma-band rhythmicity are observed when recordings are performed in the cortical site 

that corresponds to task demands: both increased persistent firing (146) and gamma-band 

activity (136) were captured from more ventral recording sites during an object feature 

working memory task. Similarly, the classic ODR spatial working memory task that 

generates persistent firing in dorsolateral PFC was associated with pronounced gamma 

bursts from the same region (82). Thus, although measures of oscillatory activity allow 

the researcher to sample a broader range of neuronal activity than can be performed with 

single or multiple unit recordings, persistent firing appears to underlie the oscillatory events 

captured during working memory.

Activity Silent Models

Another class of working memory models suggests that information may be maintained in 

working memory by neuronal population discharge patterns or synaptic mechanisms that are 

not evident through spiking at all. We refer to these as “dynamic encoding” and “synaptic” 

models, respectively, in the sections that follow.

Dynamic Encoding—Information may be represented dynamically in a neuronal 

population, even in the absence of rhythmicity. Specifically, the precise pattern of activation 

of an ensemble of neurons at each time point during a working memory task can be used 
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to decode the identity of the stimulus, even though overall activity during the delay period 

is not significantly elevated above the baseline (147). Furthermore, this pattern of neuronal 

activation may vary dynamically over time, with different neurons becoming active at 

different time points (Fig. 3). Stimuli such as those used in the Stokes et al. study are similar 

to those used in previous studies where persistent activity was observed (93, 107, 109). 

Thus, although persistent activity may have been generated, the averaging of the population 

might have made it difficult to detect. Dynamic activity informative about stimulus identity 

and task rules has been observed even when informative persistent activity is also present in 

the population (64, 148). Moreover, stimulus location evolves dynamically in time after the 

cue presentation, while different locations remain constrained in separable subspaces (90, 

149, 150).

Synaptic Models of Working Memory—Activity elicited after repeated presentation of 

the same stimulus is typically reduced, a phenomenon termed repetition suppression (151). 

As a result, the level of response to a particular stimulus in the context of a working memory 

task, such as the delayed match to sample task, can be informative about whether it was 

preceded by the same stimulus or not; match suppression may signal that the sample was 

the same as the match (Fig. 4A-B). This suppressed response to a matching stimulus does 

not require persistent activity, and may be observed even when multiple seconds intervene 

between the sample and match (109, 152). Match suppression (or enhancement, for some 

neurons) is observed for stimuli matching in shape, color, and form, in spatial location, or in 

direction of motion, in various cortical areas, including the prefrontal, posterior parietal, and 

inferior temporal cortices (16, 109, 152-154). Furthermore, the extent of response difference 

to matching and nonmatching stimuli has predictive power over behavioral performance, as 

it differs systematically in correct and error trials, thus providing compelling evidence that 

memory performance has access to this activity (16, 155).

Computational models have been proposed that could account for such changes via 

mechanisms that depend on synaptic strength modifications instead of spike generation 

(49, 156). Such mechanisms may be mediated by calcium availability at the presynaptic 

terminal (Fig. 4C), whose kinetics have a time constant in the scale of seconds (49). 

Another possible mechanism can be seen in the processes of long term potentiation, which 

represents memories as changes in the synaptic architecture, rather than neuronal activity 

(47). Importantly, the synaptic model for working memory is not mutually exclusive with 

persistent activity, and cannot, by itself, account for working memory performance in other 

tasks such as the ODR, delayed alternation, or free recall tasks, that do not depend on a 

comparison of a subsequent stimulus with a prior one.

In recent years, insights about the neural mechanisms of working memory, and other 

cognitive functions, have been drawn from Artificial Neural Networks used to model brain 

processes (157, 158). Recurrent Neural Networks (RNN) in particular have been used very 

successfully to model complex cognitive tasks, including those related to working memory 

(120, 159-161). These studies have demonstrated that although it was also possible to 

perform simple working memory tasks by virtue of rapid changes in synaptic weights after 

appearance of a stimulus, mimicking the neuronal synaptic mechanisms discussed above, 

persistent activity also emerged spontaneously in the network, (159, 160). Importantly 
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however, even modestly complex tasks, such as the delayed-match-to-sample task, could not 

be performed by networks that did not generate persistent activity. Although not offering 

definitive evidence for or against the synaptic model, these findings are instructive in the 

limitations of synaptic mechanisms alone.

An Integrative Approach

Although we have pointed out shortcomings of activity-silent models in fully accounting 

for working memory, we do not wish to suggest that the underlying phenomena are not 

true: phenomena such as repetition suppression are robust and ubiquitous and there may be 

a close relation between activity-based and activity-silent mechanisms. Indeed, modeling 

studies that have successfully implemented these activity-silent conditions invariably 

require the network to be configured close to the attractor network regime (49, 162), 

the mechanism of persistent activity. This way, a non-specific drive can take the network 

to the attractor regime and reactivate a robust attractor response selected on the basis 

of the weak subthreshold trace. The attractor non-linearity is necessary to increase the 

contrast of a subthreshold signal that is fading away. Moreover, there is also the possibility 

of subthreshold mechanisms playing a supportive role for persistent activity in attractor 

networks (163). As a result, we conclude that activity-based and activity-silent mechanisms 

may interact synergistically instead of serving as mutual alternatives.

Recent studies examined closely the relationship of persistent spiking and activity silent 

mechanisms in the context of serial biases in spatial working memory (164, 165). The 

location subjects recall about the cue they had to remember is often biased into the direction 

of the cue in the previous trial (Fig. 4D), especially when the successive cues appear in 

close proximity (166, 167). Serial biases span the inter-trial interval between successive 

trials when no persistent activity survives, suggesting they are mediated by activity-silent 

rather than spiking mechanisms (167-170). Indeed, between successive persistent activity 

mnemonic codes, an activity-silent code in the PFC carried stimulus information through 

inter-trial periods (Fig. 4E). Increased firing rates during the onset of the following trial’s 

fixation period revealed this latent activation as the trace reactivated: firing rate shortly after 

the beginning of the fixation period was tuned for the location of the previous stimulus 

(164). This reactivation interacted with the appearance of the following stimulus, attracting 

or repelling the bump generated by the appearance of the stimulus, thus creating the 

serial bias in memory (164, 165). This interplay could be the basis of closely associated 

memory storage processes operating at different time scales and serving different behavioral 

purposes, possibly including volitional effortful memory or occasional reactivation of recent 

experiences from latent traces. The overarching principle that we draw from this discussion 

is that synaptic mechanisms are important to the extent that they influence spike generation 

during working memory, which manifests itself as persistent activity.

Circuit Mechanisms of Persistent Activity Generation

The mechanisms through which persistent activity is generated and the reasons it is 

much more prevalent in the prefrontal cortex can be traced to a number of circuit 
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specializations. We will review those related to pyramidal neurons and interneurons, and 

to the neuromodulatory role of the monoamine neurotransmitter systems.

Pyramidal neurons and excitatory connections

The classical view of pyramidal neurons has been that they are essentially uniform across 

the cortex. This idea has been challenged by experimental findings demonstrating a 

systematic difference across the cortical hierarchy, with the prefrontal pyramidal neurons 

exhibiting the most extensive dendritic trees and the largest number of spines among cortical 

neurons (171, 172). Functional correlates of this anatomical specialization are reflected in 

the patterns of neuronal discharges at different areas. Prefrontal neurons receive a greater 

proportion of distal synaptic inputs compared to the neurons at other brain areas, with 

a substantial proportion of these inputs originating at distances greater than 1 mm. By 

contrast, the majority of inputs to posterior parietal neurons appear to originate from neurons 

at shorter distances, in the order of 0.2-0.5 mm (173, 174). Independent evidence for 

this finding is provided by anatomical studies of myelin. The MRI-based T1-weighted / T2

weighted ratio is indicative of the extent of myelin presence within gray matter and provides 

a measure of convergence of axonal projections (175, 176). The highest ratio is observed 

in the primary visual cortex and lowest (indicating most sparse connections) in prefrontal 

cortex (177). It has long been speculated that prefrontal neurons with similar memory fields 

are grouped in clusters with reciprocal connections, often visualized in anatomical tracer 

studies (178-181), and more extensive networks of neurons in the prefrontal cortex would 

explain the stability of prefrontal persistent activity.

NMDA Receptors

NMDA receptors are glutamate-gated cation channels, critical for the generation of 

persistent activity, as they are responsible for extending the duration of the postsynaptic 

depolarization through their relatively slow decay time constant (182, 183). Thus, a circuit 

with exclusively AMPA receptors—which produce synaptic currents with very fast decay 

time constants—would require unrealistically high firing rates to sustain neural activity 

during the delay period of a memory task (184). Experimental results further support the role 

of NMDA receptors in the generation of persistent activity, as the systemic administration 

of ketamine, a non-specific NMDA antagonist, seems to derease the effective connectivity 

between prefrontal neurons, demonstrated by a decrease in the synchronous spiking between 

simultaneously recorded neurons (185). Persistant activity also seems to be degraded by 

the iontophoretic diffusion of NMDA antagonists through the cortex (186, 187), though 

interestingly, this result has failed to replicate in some studies (188). The area-specific 

expression of NMDA further underlies its role in facilitating the prevalence of persistent 

activity in the prefrontal cortex. For example, GluN2B—the NMDAR subunit with the 

slowest decay time constant, is expressed in a gradient across the primate brain, with 

highest levels of expression observed in the prefrontal cortex. NMDA receptor trafficking 

is regulated by activation of dopamine receptors (189) and dopamine innervation is 

concentrated in the frontal lobe (190). Thus, the NDMA receptor also represents one of 

the main mechanisms of dopaminergic influence on persistent activity in the PFC.
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Interneuron Specialization

Prefrontal inhibitory neurons exhibit persistent activity that is thought to be essential for 

stimulus selectivity in working memory (60, 191, 192). Prefrontal interneurons generally 

exhibit higher baseline firing rates and broader tuning than pyramidal neurons (191). Their 

action serves to “sculpt” the spatial and temporal tuning of prefrontal neurons (193), without 

which stimulus-specific persistent activity is much less viable in computational models 

(194).

Cortical interneurons are hypothesized to form specialized networks (Fig. 5) through 

multiple types of GABAergic neurons for the purpose of facilitating stimulus specific 

persistent activity (195). Three types account for most interneurons in the cortex, those 

expressing Parvalbumin (PV), those expressing Vassoactive Intestinal Peptide which tends 

to co-localize with Calretinin (196), and those expressing Somatostatin (SST), which tends 

to co-localize with Calbindin. PV interneurons target the cell bodies of pyramidal neurons 

and when activated by their preferred stimulus, they would tend to suppress the activation 

of pyramidal neurons with different spatial turning than their own and sharpen the tuning 

function of those with similar tuning (197). Without feedback inhibition, recurrent excitation 

may shift the Excitatory/Inhibitory balance to a hyper-excited state and bring the network 

into an unstable, hyper-excited state, which would also be deleterious for the maintenance of 

working memory (182).

VIP/calretinin interneurons are thought to inhibit other types of interneurons including SST/

calbindin ones (198-200). Furthermore, interneuron-targeting cells are more abundant in 

association cortices, particularly in the prefrontal cortex, compared to the sensory cortex 

(201, 202). SST interneurons, on the other hand, are peridendritic-targeting cells and are 

thought to exhibit high spontaneous firing rates that may tonically inhibit all pyramidal 

neurons during the task baseline period, prior to any stimulus presentation. SST neurons 

would lift inhibition on the pyramidal neurons that are excited by a stimulus maintained in 

working memory, while other SST neurons, not recruited by the maintained stimulus, would 

continue to inhibit non-activated pyramidal neurons, thus suppressing both background 

noise, and any potential activation by subsequent, distracting stimuli (195).

Anatomical and physiological evidence supports the greater pronunciation of the 

disinhibiting circuit in the prefrontal cortex compared to other areas. Calretinin-positive 

interneurons are more numerous in the prefrontal cortex compared to visual cortical areas 

MT and MST (203). Moreover, interneurons with high baseline firing rate and inverted 

tuning (consistent with the profile of disinhibiting neurons) have also been found to be more 

numerous in the prefrontal cortex than in the posterior parietal cortex (204). The importance 

of inhibitory-to-inhibitory connections has been confirmed independently by neural-network 

modeling studies (161). Such connections emerge in the network as training of synaptic 

weights progresses and play a critical role in maintaining working memory activity. Thus, 

the increased presence of these circuits thus underlies the prefrontal specialization towards 

persistent activity.
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Neuromodulatory Systems

As noted, dopamine innervation is concentrated in the frontal lobe (190) and the D1 receptor 

has been implicated in the generation of persistent activity. Iontophoretic application of 

D1 receptor antagonists, at least in large doses, compromise working memory function 

and erode persistent activity in the ODR task (205, 206). In contrast, D1 agonists increase 

activity for preferred stimuli and suppress non-preferred responses (207, 208). However 

the effects of dopamine receptors are complex and depend on dosage (206, 207), with 

differential effects on pyramidal neurons and interneurons (209). D2/D3 antagonists also 

suppress persistent activity, though their action primarirly modulates motor responses of 

prefrontal neurons (210). Computational and experimental studies suggest that the overall 

effect of dopamine is to improve the signal-to-noise ratio of persistent activity (211-214).

Other monoamine neurotransmitter systems, although not exclusive to the frontal lobe, 

influence persistent activity. For example, blockade of α2a adrenergic receptors erodes 

spatially tuned persistent activity and α2a agonists enhance prefrontal persistent activity 

(215). Similarly, cholinergic agents (both muscarnic and nicotinic) are known to influence 

persistent activity. Muscarinic antagonists impair working memory performance (216) and 

suppress prefrontal persistent activity (217). Nicotinic α7-nACh receptor agonists enance 

and antagonists inhibit prefrontal persistent activity (218). Capitalizing on the known effects 

of the cholinergic system some recent studies have relied on endogenous activation of the 

cholinergic system through electical stimulation of the Nucleus Basalis of Meyenert to 

improve working memory (219, 220).

Localization of Working Memory Activity in the Brain

Persistent discharges are not an exclusive property of the prefrontal cortex. Neurons in 

premotor, parietal, cingulate, and temporal association areas also generate robust persistent 

activity, as do subcortical structures including the basal ganglia and the medio-dorsal 

nucleus of the thalamus (221, 222). Models of working memory relying no activity-silent 

mechanisms have suggested that working memory is localized in sensory areas, as early 

as the primary visual cortex (223). We will review the evidence for working memory 

representation in all of these brain areas.

Posterior Parietal (PPC) and Inferior Temporal (IT) cortex

The posterior parietal and inferior temporal cortex represent two main cortical afferents 

to the prefrontal cortex (221). Neurons in posterior parietal cortex share many functional 

properties with neurons in the dorsolateral aspect of the prefrontal cortex, to which they 

are interconnected (224) and both regions are activated simultaneously in human imaging 

studies of spatial working memory (225-231). Moreover, neurons in the posterior parietal 

cortex also generate persistent activity through a virtually identical percentage of neurons 

compared to the dorsolateral prefrontal areas during the ODR task (232). The remembered 

locations of visual stimuli can be decoded from the persistent activity from either area, 

independent of a planned motor response (233, 234), thus implying that spatial working 

memory representations may be either redundant or distributed across multiple areas at once.
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Similarly, the IT cortex shares a number of physiological properties with the ventrolateral 

prefrontal cortex and both exhibit persistent activity that encodes the features of remembered 

stimuli during the delay period of object WM tasks (235-241). As noted in previous 

sections, the simultaneous activation of the prefrontal cortex and its interconnected areas 

during working memory tasks has led to the implication that the prefrontal cortex may 

not necessarily comprise the complete working memory representations, but would only 

hold the focus of attention, or other top-down signals, while the actual contents of 

working memory would be represented in the posterior parietal and inferior temporal cortex 

(242-246).

One line of evidence suggesting that the prefrontal cortex maintains stimulus information 

not present in its afferent areas comes from memory tasks that require maintenance in 

memory of an original item through sequential presentation of distracting stimuli, such 

as the object and spatial versions of the delayed match to sample task. In object delayed

match-to-sample task, persistent discharges of IT neurons are interrupted by non-matching, 

distractor stimuli presented after the sample (237). Similarly, persistent posterior parietal 

discharges represent the most recent stimulus location and are disrupted by distracting 

stimuli in spatial delayed-match-to-sample tasks (233). In contract, responses in the 

prefrontal cortex are able to represent the actively remembered object (109) or spatial stimuli 

(72, 247, 248).

More recent studies have somewhat qualified these findings, demonstrating that differences 

between IT/PPC and prefrontal neurons are quantitative rather than qualitative (72, 154), 

and that in some tasks, prefrontal neurons may display greater responses to distractors than 

actively remembered stimuli (249, 250). Nonetheless, performing the task reviewed in the 

previous paragraph seems impossible based on the activation of the posterior parietal or 

inferior temporal cortex alone. Accumulating studies support the possibility of the prefrontal 

and PPC/IT cortex simply being specialized for different aspects of working memory, among 

other cognitive functions (249-254).

The primacy of the prefrontal cortex in working memory behavior is perhaps most vividly 

demonstrated in inactivation studies. Cooling experiments, which reversibly inactivate the 

underlying cortex by lowering its temperature, demonstrate much greater decreases in ODR 

performance after prefrontal cooling compared to posterior parietal cooling (255), even 

when the inactivated areas have similar delay period activity (232). The results of these 

studies parallel the effects of reversible inactivation of the frontal eye fields via muscimol 

injections, which produce a significant impairment in memory-guided saccade performance 

(256, 257). In contrast, virtually no impairment was observed after the muscimol-induced 

inactivation of the posterior parietal cortex (255, 258, 259), even though posterior parietal 

inactivation produces consistent deficits in tasks that require attention or selection between 

multiple stimuli (258, 260-262). Moreover, small lesions to the dorsolateral prefrontal cortex 

also produce impairment in working memory performance for remembered stimuli in the 

contralateral space, an effect termed a “mnemonic scotoma” (263, 264).
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Visual Cortex

Recent human imaging studies have applied Multi-Variate Pattern Analysis (MVPA), 

examining the simultaneous pattern of activation of multiple voxels to different task 

conditions (265), in order to successfully decode working memory content from the primary 

(223, 266, 267) and extrastriate visual cortex (268-270). MVPA analysis could not decode 

information from the prefrontal cortex, nor fully account for behavioral performance in the 

task (223, 268). As a result, some imaging studies have even claimed that the size of the 

primary visual cortex alone may be the best predictor of working memory ability (271).

However, there are critiques that may call these results into question. A tacit assumption 

when comparing the results of MVPA analysis is that the structure of the voxel (typically 

in the order of 3mm x 3mm x 3mm) would be equivalent across different cortical areas. 

This may not be the case. Unlike the well-documented topography of visual space in the 

primary visual cortex, no retinotopic map (or other overarching organizational principle) 

has yet been revealed in the prefrontal cortex, and the same retinal position is represented 

multiple times across the prefrontal surface. Precise stimulus location information therefore 

seems to be represented on an extremely fine spatial scale, with the entire visual hemifield 

possibly represented in prefrontal modules with a surface no larger than 0.5 x 0.5 mm (61). 

Voxels averaging cortical volumes an order of magnitude larger are thus likely to eliminate 

stimulus information and fail to decode the information held in working memory, even if this 

is robustly represented in activity of individual prefrontal neurons. Positive fMRI results, 

decoding features of a remembered stimulus directly from prefrontal cortex have also been 

published: the orientation of a grating was successfully decoded from the prefrontal cortex 

(272). These results thus argue directly against models of working memory that postulate a 

solely top-down control role for the prefrontal cortex, and place feature storage networks in 

the visual cortex.

MVPA methods still yield undeniably positive findings of fMRI imaging hence it is 

important to consider neurophysiological activity in the visual cortex during working 

memory. By some accounts, most if not all areas of the visual cortex produce 

neurophysiological activity during working memory (273). A more careful view of these 

results however, leads to a more nuanced view. Some studies have reported stimulus

selective activity in a small percentage of V1 neurons during working memory (274). 

However, activity that outlived the visual stimulus tended to be characterized by a 

suppression of firing rate below the baseline, rather than elevated persistent activity. 

Importantly, the paradigm used in these experiments relied on the presence of a background 

grating that remained visible after the foreground stimulus was no longer present, providing 

physical stimulation onto V1 neurons. Stimulus-selective activity in V1 during working 

memory is likely due to top-down projections from higher associative cortices, since V1 

activation appears first in superficial layers (275). The relatively “quiet” background activity 

in the V1 allows the observation of this subtle backwash from higher cortical areas, while 

the higher cortical areas themselves may be too noisy to detect these small signals. In 

addition to this backwash, fMRI activation may also be detecting pre-synaptic activation 

of V1 neurons from higher cortical areas (276). It is also unclear whether V1 activity can 

be predictive of behavior in working memory tasks as this modulation was present for 
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both correct and incorrect trials (274). On the other hand, studies comparing activity in 

three cortical areas in the same animals required to remember the direction of motion of a 

random-dot display, found virtually no persistent discharges in visual area MT, but robust 

activation in parietal area MST, in addition to prefrontal persistent activation (80). This 

suggests an abrupt generation of feature-selective persistent activity in areas beyond the 

visual cortex. A more recent review of cortical areas generating persistent activity, including 

both positive and negative findings, revealed activity concentrated in the prefrontal cortex 

and areas directly connected to it (44).

Subcortical Structures

Basal ganglia—In primates, the basal ganglia are formed by the striatum, the globus 

pallidus (Gpe, Gpi), the substantia nigra (SNc, SNr) and the subthalamic nucleus. Cortico

striato-thalamo-cortical loops, which involve various subdivisions of the PFC, are then used 

to project thalamic and Gpi/SNr outputs back to cortical areas (277-280). Several nodes 

of these loops are targets of dopaminergic cells. The presence of these inputs is therefore 

implicated as a possible mechanism through which these loops may contribute to working 

memory related behaviour beyond purely motor control, binding sensory, motor, and 

motivational cortical information (281). Substantial persistent activity has been described 

in the basal ganglia (282-286). As in prefrontal cortex, visual and persistent activity 

during memory delays in the caudate nucleus reflects combined visual and motivational 

(reward expectation) information needed to perform working memory tasks (284). The 

basal ganglia are thus implicated in working memory as a possible support system for 

prefrontal-dependant maintenance.

Thalamus—The thalamus is a key structure in both cortico-striato-thalamo-cortical 

loops, as well as direct cortico-thalamic systems. These latter systems may combine 

with cortico-cortical connections to implement collective computation and large-scale 

fast communication, which may ultimately be the mechanism of cognitive binding 

(287-289). Several thalamic nuclei connect with associative cortices, and most importantly, 

the mediodorsal nucleus (MD) and the medial nucleus of the pulvinar (290-294). 

Neurophysiological studies in MD have shown typical persistent activity during memory 

tasks (295-297), though more neurons are activated by the motor aspects of the task (297, 

298).

Hippocampus—The hippocampus is well accepted to play a critical role in the 

consolidation of working memory into long-term memory. This role implies tight 

communication with the prefrontal cortex. Indeed, hippocampal neurons are readily 

activated during working memory tasks, such as the delayed-match-to-sample task, and 

exhibit stimulus-selective persistent discharges (299).

Long-range loops

The review of areas where persistent activity has been observed hints at some general 

principles. The prefrontal cortex and the brain areas to which it is directly connected to 

forms a series of parallel, long range loops comprising the association cortex of the parietal 

and temporal lobe, and cortico-striatial, and cortico-thalamic circuits, where persistent 
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activity is readily detectible. Recent theoretical studies suggest that inter-areal reverberation 

is essential for the emergence of persistent activity, even when some of the component 

areas are incapable of generating persistent activity on their own (300). In this context, the 

prefrontal cortex can be viewed as a core component but not as the exclusive site of working 

memory maintenance.

Functional Organization of Working Memory Within the Prefrontal Cortex

Anatomical organization

The prefrontal cortex can be divided into a lateral, a medial and an orbital aspect, the 

former of which aspect can be further distinguished into a dorsolateral and a ventrolateral 

subdivision (221). Multiple cytoarchitectonic areas make up the lateral aspect of the 

macaque prefrontal cortex , including areas 8a (encompassing the Frontal Eye Field) and 45, 

which lines the superior and inferior banks of the arcuate sulcus respectively, area 8b, which 

lies just medial to the arcuate, areas 9 and 12 in the superior and inferior convexities of the 

cortex respectively, area 46, which lines the banks of the principal sulcus and finally, area 

10, which covers the frontal pole (301). Area 46 has since been further subdivided along its 

mediolateral axis, into areas 46dr, 46d, 46v and 46vr, which line the medial rim, the medial 

and the lateral banks of the principal sulcus and the lateral rim of the principal sulcus, 

respectively (302), and along its anterior-posterior axis into a caudal aspect—sometimes 

referred to as area 9/46—and a rostral one(303). fMRI studies have implied the possibility of 

additional areas based on functional connectivity at rest (304).

Anatomical studies have found that projections from the posterior parietal cortex terminate 

primarily in the dorsal prefrontal cortex (areas 8 and 46, including both banks of the 

principal sulcus), while the inferior temporal cortex projects to areas 12 and 45 of the ventral 

prefrontal cortex, thus suggesting a relative segregation between the areas. (305-307). A 

relative segregation of inputs has also been observed across the anterior-posterior axis, with 

areas higher in the sensory and limbic hierarchies projecting to more anterior prefrontal 

subdivisions, while lower areas likewise project to the more posterior subdivisions instead 

(308-310).

Localization of stimulus selectivity

Guided by the pattern of anatomical connections, early neurophysiological studies suggested 

that spatial and object working memory were subserved by the dorsolateral and ventrolateral 

prefrontal cortex, respectively—a “domain-specific” organization that was thought to extend 

from the dorsal and ventral visual streams (59, 105, 106, 311, 312). However, opposition to 

this proposal has noted that after a monkey is trained in tasks that require stimuli location 

and identity, neurons with selectivity to these factors can be found in all areas of the 

prefrontal cortex. (93, 313). This would imply that the apparent functional specialization 

observed in the earlier studies was actually the result of task requirements, thus leading 

to the proposal of a new “integrative” model, where task requirements and cognitive 

process engaged are the primary principle of organization rather than the type of stimulus 

representation (93, 230, 313).
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Spatial selectivity

More recent studies have reexamined prefrontal selectivity for different stimulus properties 

by comparing dorsal and ventral prefrontal responses to the same stimuli. Spatial selectivity 

(Fig. 6). proved a strong predictor of whether a neuron was recorded in the dorsal or the 

ventral prefrontal cortex, with dorsolateral prefrontal cortex neurons displaying significantly 

higher spatial selectivity, regardless of whether or not the monkeys were trained, passively 

viewing the task, or actively maintaining the stimuli in their working memory (56, 95, 

314). Ventrolateral prefrontal neurons also displayed substantial spatial selectively with well 

localized receptive fields, but only to a comparatively lesser degree (95, 314). Importantly, 

a gradient of stimulus selectivity is present along the anterior-posterior axis, with the 

posterior areas containing the most highly selective neurons; anterior neurons exhibit little 

selectivity to stimuli per se, but are more likely to represent task variables (314). Spatial 

selectivity also exhibits a strong temporal component. The proportion of spatially selective 

neurons, for example, peaks early after the appearance of the stimulus and diminishes with 

time; response latency also differentiates the highly selective posterior areas from the less 

selective anterior ones (314, 315). A functional specialization between (posterior) dorsal 

and ventral areas is also most evident for peripheral stimuli. Experiments that positioned 

stimuli 10-14 degrees of visual angle away from the fovea were able to detect the dorsal and 

ventral gradient of specialization, while studies that tested stimuli within 4-6° degrees from 

the fovea found little or no differentiation between dorsal and ventral prefrontal activity (93, 

315).

Studies of artificial manipulation of neuronal activity provide a second line of evidence 

regarding the functional specialization of the prefrontal cortex. For example, temporary 

inactivation experiments e.g. injections of the GABAA agonist muscimol, or lidocaine, or 

cooling of the underlying cortex in the dorsal prefrontal areas, including the Frontal Eye 

Field, causes spatial working memory deficits that localize in the contralateral visual field, 

(76, 248, 256, 257, 263, 316, 317). In contrast, inactivation of the ventral prefrontal cortex 

does not impair spatial working memory (318).

How visual space is organized in the prefrontal cortex remains unresolved. No obvious, 

retinotopic organization of visual space has been described across the surface of the 

prefrontal cortex, or with dense electrode areas placed in posterior dorsal areas with 

strong overall spatial selectivity (Fig. 7A). Some indications exist for at least some local 

organization, however (Fig. 7B). Electrode penetrations into the principal sulcus suggest an 

orderly progression of receptive field locations (319). Some organization has been revealed 

across cortical layers, at least in terms of time course of activation (Fig. 7C): neurons 

activated by visual stimuli are more likely to be encountered in intermediate layers; neurons 

with delay period activity in superficial; neurons with motor responses in deep, though this 

relative segregation is quantitative rather than qualitative (69).

Feature selectivity

In monkeys trained to perform behavioral tasks, dorsolateral prefrontal neurons (including 

the frontal eye fields) exhibit substantial selectivity for object shape, no less than that 

of ventrolateral neurons (95, 320, 321), and mirroring the selectivity observed in the 
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posterior parietal cortex (322, 323). Interestingly however, if the monkeys are not trained, 

shape selectivity is higher in the ventrolateral prefrontal cortex instead (95). Unlike spatial 

location, which can be studied systematically with parametric variation, the virtually infinite 

variety of shapes prevents the detection of a clear-cut dichotomy in shape selectivity 

between the dorsal and ventral prefrontal cortex. However, neurons with high feature 

selectivity will only respond vigorously to a limited set of stimuli and are likely to 

produce uniformly weak responses to stimuli drawn from a small set, failing to differentiate 

between them. This precisely matches the response patterns of inferior temporal neurons 

(324-327) and ventrolateral neurons. By contrast, when neurons were tested with stimulus 

sets requiring very narrow shape selectivity, such as faces and complex objects, neurons 

distinguishing between such stimuli were localized exclusively in the ventral prefrontal 

cortex (105, 106).

Selectivity to stimulus color follows a similar pattern. Only a small proportion of the 

total prefrontal populations exhibit color selectivity, in the order of 5-15%, similar to 

the proportional selectivity in posterior parietal neurons (123, 328). Among neurons that 

respond to colored squares, selectivity for different color is not significantly different in 

dorsal than ventral prefrontal cortex (314). Combined fMRI studies and neurophysiological 

studies in the temporal lobe have suggested that neurons selective for faces, other shapes, 

and colors are clustered at distinct patches of cortex (329-331). A handful of studies 

have suggested a similar clustering for color-selective neurons in the prefrontal cortex as 

well, thus strongly implying the precise anatomical localization of color representations in 

working memory (125).

Plasticity of stimulus representations

Plasticity of neural responses also exhibits differential localization in the prefrontal cortex 

(Fig. 6). While training increases the number of responsive neurons in the ventral and 

anterior prefrontal cortex, the posterior dorsal prefrontal cortex exhibits the weakest effects 

of plasticity, with robust selectivity for spatial stimuli being present both before and 

after training (95, 314). The emergence of robust selectivity after training would thus 

seem to indicate that anterior and ventral responses are more sensitive to task variables 

and cognitive factors—particularly reward conditions—rather than stimulus properties, and 

this capacity for plasticity has been linked to the action of dopamine D1R receptors 

(332). The great plasticity of the prefrontal cortex cannot entirely erase the pre-existing 

functional specialization gradient for spatial and object information between dorsal and 

ventral prefrontal cortex, in their posterior aspects. Moreover, training does not exert an 

equal effect on all areas of the prefrontal cortex, thus implying that the effects of training on 

any given neuron would depend upon that neuron’s anatomical location.

Functional implications of dorsal and ventral prefrontal inactivation

Although selectivity to different types of stimuli is revealing, the ultimate functional role 

of an area can be probed by examining the consequences of its activity on performance 

of working memory tasks. Thus, experiments manipulating neuronal activity can be very 

informative on the functional roles of prefrontal subdivisions. Temporary inactivation 

experiments e.g. injections of the GABAA agonist muscimol, or lidocaine, or by cooling of 
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the underlying cortex, during working memory are consistent with the specialized stimulus 

selectivity of dorsal and ventral PFC neurons. Inactivation of dorsal prefrontal areas, 

including the Frontal Eye Field, decreases performance during spatial working memory 

tasks (76, 248, 256, 257, 316). Similarly, limited injections of muscimol in the dorsal 

prefrontal cortex produce spatial working memory deficits that localize in the contralateral 

visual field. This “mnemonic scotoma” effect is also produced by small, focal lesions (263, 

317).

Inactivation of a dorsal area, the Frontal Eye Field, has negligible effects on object working 

memory (333), even when monkeys are tested with objects for which Frontal Eye Field 

neurons were shown to exhibit broad but significant selectivity in the same object-working 

memory task (320). In contrast, inactivation of the ventral prefrontal cortex impairs the 

ability to locate objects based on remembered features, but not on spatial location (318). 

Location along the anterior-posterior axis is also critical for the effects of lesions. It was 

lesions in the anterior aspect of the ventral prefrontal cortex (area 47/12) that failed to 

produce deficits of feature working memory (334), and in the posterior that succeeded (318).

Although our review focuses on spatial and object working memory, we do not wish 

to suggest that these are the only functions of the dorsal and ventral prefrontal 

cortex, respectively. The representation of task rules and associations reviewed in the 

neurophysiological studies of the previous section fares prominently on the functional 

consequences of lesion studies. In this case too, the effects of lesions are dissociable 

between dorsal and ventral prefrontal cortex. Thus, lesions in the posterior-dorsal PFC 

impair performing tasks relying on associations (e.g. green light means press left button, 

red light means press right), even after the basic rule of the task has been acquired (335). 

Lesions of the mid-dorsal PFC result in deficits in tasks such as the delayed non-match to 

sample, involving presentation of a stimulus and after a delay period, the same stimulus plus 

a new one, requiring selection of the newly added item, particularly if this is not entirely 

novel object but it is one the monkey is familiar with (335). Damage to the ventral prefrontal 

cortex does not produce impairments of performing tasks requiring recognition or simple 

recall; its effects become apparent in tasks requiring active retrieval of information from 

memory, such as free-recall tasks (336). The ventral prefrontal cortex also appears to be 

essential for learning a task by trial and error, and reversal learning, which requires learning 

new associations within a session (334, 337, 338).

Neural Correlates of Working Memory of other Modalities

Although visual working memory is arguably the most popular modality in current research, 

the examination of additional sensory modalities is also highly instructive. In particular, 

the comparison between modalities reveals common themes on the neural basis of working 

memory and informs the debates on the mechanisms of its generation and its localization in 

the brain. We will examine primarily somatosensory and auditory working memory, since 

these are the two modalities most studied in non-human primates; reports of olfactory and 

gustatory working memory will be briefly reviewed in the last part of this section.
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Somatosensory Working Memory

Somatosensory information is processed by the primary somatosensory cortex (SI), which 

is situated in the postcentral gyrus. This information is then relayed to the secondary 

somatosensory cortex (SII) and higher order somatosensory areas including areas 5 and 

7b in the parietal lobe and the insular cortex (Ig), before ultimately being projected to 

the frontal lobe. The ventral rim of prefrontal area 46 is anatomically connected with 

parietal lobe regions, with the strongest connections stemming from area 7b (306). Two 

paradigms have been popular in the study of somatosensory working memory. In one series 

of studies, subjects were required to remember the frequency of a vibratory stimulus and 

to determine if a second vibratory stimulus was of higher or lower frequency (as in Fig. 

8, bottom panel). Neurons in the prefrontal cortex and other frontal areas (e.g. premotor 

and pre-supplementary motor area) have been shown to remain active in the delay period 

after the presentation of the first vibratory stimulus, and furthermore, their firing rate 

is graded, depending on the frequency of the stimulus (339). Similar to what has been 

observed in visual working memory neurons, persistent somatosensory activity typically 

exhibit dynamics, with activity ramping up or down towards the end of the delay period, but 

vibratory stimuli are still represented in a stable subspace (90, 340-342). Frequency-selective 

persistent activity has also been described for cross-modal tasks (as in Fig. 8), where the 

subject has to maintain in working memory the frequency of a tactile stimulus and compare 

it with that of an auditory one (343, 344).

In a second popular paradigm to study somatosensory working memory, subjects are 

presented with a rod, out of view, whose surface is an embossed grating or other patterned 

texture, and the subjects have to maintain this tactile information in working memory in 

order to determine whether a subsequent stimulus presented in the same fashion is the same 

or different. Neurons in the PFC remain active after the presentation of such stimuli, and 

individual neurons exhibit selectivity for different patterns (340). In this case too, subjects 

can perform cross-modal judgements, e.g. comparing the orientation of the tactile stimulus 

what that of a visual one (340).

These experiments reinforce some of the ideas discussed in the context of the role of 

persistent activity in visual working memory. Individual neurons readily generate persistent 

activity, which is specific for the properties of the stimuli maintained in memory and not 

related to motor preparation (which cannot be planned at the time of the first stimulus 

presentation) or their spatial location (which never varies in the somatosensory paradigms 

mentioned), so as to instantiate top-down control.

The localization of somatosensory working memory has also been debated. Beyond the 

frontal lobe, haptic-selective persistent activity has also been demonstrated unequivocally 

in brain areas directly connected with the prefrontal cortex, most importantly the posterior 

parietal cortex (345). In sensory cortical areas, results have been mixed. Tested with the 

vibratory working memory paradigm, neurons in SII have been shown to discharge for a 

brief period after the offset of the stimulus, though these responses quickly decay (346). 

Frequency-selective vibratory information was not found in SI in these experiments (347). 

On the other hand, a small population of SI neurons exhibit sustained haptic-selective 

activity over the entire delay period for textures of remembered objects (348). We may 
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therefore conclude that, in analogy to the visual cortex, primate somatosensory areas are 

not entirely uncoupled to working memory. Persistent activity driven by somatosensory 

stimuli is more prevalent and more robust in the prefrontal cortex, though traces of persistent 

activity can be found under some conditions as early as in the primary somatosensory 

cortex. It appears therefore that a gradient of importance exists, with frontal areas simply 

being the most crucial for stimulus maintenance, being active across conditions, and 

enabling judgements such as cross-modal comparisons of remembered stimuli.

Auditory Working Memory

The auditory cortex is organized in a central primary auditory cortex core (A1) that lines 

the ventral bank of the Sylvian fissure and is surrounded by an area of higher-order auditory 

cortex, known as the belt cortex (A2). A tertiary auditory area, the parabelt cortex (A3), is 

located lateral to this belt. In analogy to the segregation of object and spatial information in 

the visual pathway that extends into the PFC, the rostral and caudal belt have been identified 

as processing pathways for the identity and spatial location of auditory stimuli, respectively, 

and their projections have been shown to terminate in discrete subdivisions of the frontal 

lobe (349-352). Specifically, the rostral belt projects to the inferior convexity (areas 12 and 

45), a region that also receives visual object information from the inferior temporal cortex, 

whereas the caudal belt cortex targets the caudal aspect of area 46 and area 8, a region that 

also receives visuo-spatial information from the posterior parietal cortex (353-355).

Neurons in the prefrontal cortex generate persistent discharges in auditory working 

memory tasks that represent remembered sound features, such as the identity of a monkey 

vocalization, or the spatial location of the sound source (356-360). Auditory information that 

is maintained in memory and generates persistent activity allows cross-modal judgments as 

well (359). Persistent activity representing the identity of multi-sensory, audio-visual stimuli 

has also been described (361). In analogy to visual WM, persistent activity in auditory 

WM tasks also encodes more abstract information e.g. categories of sound stimuli (362). 

Activity-silent mechanisms of auditory WM have also been identified in the PFC, most 

importantly differential responses to the same stimulus when it appeared as a match or a 

nonmatch in WM task (363).

The localization of auditory memory in the brain has also received substantial research 

attention. Beyond the prefrontal cortex, persistent activity for auditory stimuli has been 

described in the superior temporal cortex (364). The primary auditory cortex also seems 

to possess a small population with stimulus-selective persistent activity (365, 366) (367), 

though the result has not been confirmed across all studies, and in some auditory working 

memory paradigms, persistent activity was not detected in the primary cortex (368). 

Strong evidence exists for a causal role of the prefrontal cortex in the maintenance of 

working memory; reversible inactivation experiments have revealed profound impairments 

in auditory and audio-visual working memory tasks (369).

Gustatory and olfactory pathways

Gustatory cortical areas include the primary gustatory cortex in the postcentral gyrus, and 

secondary areas such as the insula and precentral opercular areas. These areas largely 
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project to areas 12 and 13 of the orbitofrontal cortex (370). The same orbital frontal areas 

are also targeted by the olfactory (pyriform) cortex, while the entorhinal cortex receives 

input directly from the olfactory bulb (371). Although few neurophysiological studies 

have employed gustatory and olfactory cues for tasks that engage working memory in 

primates, there have been reports of persistent responses for gustatory stimuli, primarily 

in the secondary gustatory cortex and in the orbitofrontal cortex (372, 373). In one set 

of experiments, neurons in these areas sustained firing while the subject had to remember 

the identity of the gustatory stimulus (water or salt) in order to plan a response. Such 

sustained responses were absent from the primary gustatory cortex, the neurons of which 

encoded gustatory information during the stimulus presentation (372). In another set 

of experiments, neurons in the orbitofrontal and gustatory cortex generated persistent 

discharges representing the identity of gustatory stimuli (different types of fruit juices) in the 

context of a match/nonmatch task. Some neurons with persistent gustatory discharges were 

also encountered in the dorsolateral and ventrolateral prefrontal cortex, though these were 

less frequent (373).

Working Memory Capacity

Limited capacity is a defining feature of working memory and is widely viewed as a 

predictor of general cognitive ability (13, 38, 374-376). The limits of capacity are not 

exclusive to working memory storage alone, but also include the amount of perceptual 

information that we can process at any given time, traditionally exemplified in change 

blindness demonstrations (377). Further studies have suggested that this apparently 

blindness may be due to unattended objects being stored as ensemble statistics, where 

multiple, single item measurements are combined to form a singular group (378). This 

would imply that only attended objects are directly stored in WM capacity, while all 

others would be stored as single or multiple ensemble statistic sets (379). We examine 

behavioral correlates of working memory capacity first, and conceptual models that have 

been introduced to account for them, before we delve into the neural correlates that underlie 

the storage of information in WM and its limitations.

Behavioral Correlates of WM Capacity

Experimental tasks devised to quantify how many items a subject can maintain in memory 

often rely on “change detection”: subjects are typically presented with a set number of items 

and after a delay period they are asked to report if one of the items presented for a second 

time was identical to the first (single probe test), or if a whole display presented for a 

second time is identical to the first. In a set of experiments that used a change detection task 

to present arrays of colored squares, oriented lines, variously sized lines and other similar 

stimuli, participants were generally found to maintain up to three distinct items without 

difficulty or error (20). However, any arrays that demanded capacity for additional items 

beyond this point seemed to cause a systematic decrease in performance, demonstrating the 

extreme limitation of human working memory capacity.

Analytical models of capacity have been developed that can provide estimates of the items 

a subject can maintain in memory correctly. Two popular examples include the Pashler and 
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Cowan formulas for WM capacity, which both assume that WM is carried out through a 

limited number of discrete units in the change detection paradigm (20, 380):

Pashler: k = N ℎ − f
1 − f

and

Cowan: k = N(ℎ − f)

In both formulas, variable “h” represents the number of hits in the change detection 

paradigm, variable “f” represents the false alarm rate, variable “N” represents the set size 

of remembered material that is demanded by the paradigm, while variable “k” represents 

the estimated measure of capacity. Cowan’s formula applies primarily to single-probe 

experiments of change detection; Pashler’s formula is most applicable in whole-display 

paradigms (381). A caveat is that these models predict perfect performance for any set size 

that is smaller than capacity—an assumption that it is almost always incorrect due to the 

fact that occasional errors may occur at any set size due to lapses, e.g. correctly recalling 

but mis-clicking on the task computer, or circumstantial distractions of external stimuli or 

internal thoughts.

The definition of the units of capacity is also tricky, as it is well known that WM may 

actually be carried out as the integration of multiple items into “chunks” (e,g, groups of 

digits). Alternatively, it is also possible that all features may be stored as a continuous 

ensemble, rather than being “chunked” into discrete units (further discussed below). A 

“unit” may also include multiple features of the same object: If the task requires storage of 

color and orientation simultaneously, in a conjunction task, performance does not decrease 

over maintenance of one feature at a time (375). On the other hand, spatial locations of 

objects seem to be stored more reliably and automatically in WM, even if they are not task 

relevant (382). The estimated capacity may also dependent on the complexity of the objects 

stored in memory and the relative similarity of items in the display (21, 383).

Discrete Slots vs. Continuous Resource

Whether WM capacity is bound as a set number of discrete units—typically referred to as 

“slots”—or instead, if capacity is a flexible resource that allocates items continuously, and 

therefore, without a limit fixed to a single number is a matter of debate (375, 384). The 

discrete units model can be traced to early models of WM capacity, introduced by Miller 

in 1956 as the “magic number seven” for the number of objects that could be held in WM 

at any given time, although more recent estimates suggest an even lower number of four 

or so objects (20). Evidence in favor of the former model comes from color recall tasks 

in which subjects indicate the closest shade on a spectrum wheel. The error distributions 

are consistent what would be expected from discrete units, with each additional item in 

WM load decreasing the probability density of correct responses until capacity is reached, 

and performance completely collapses (13, 385). Moreover, beyond the behavioral evidence, 
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EEG recordings also revealed a steady increase in mean amplitude for each item that was 

added to capacity, which would eventually plateau when capacity was reached (385).

Flexible resource models point out the inverse relationship between WM capacity and object 

complexity. An extreme view of the discrete units model would predict that the number of 

items that can be stored in capacity would remain constant regardless of the complexity of 

the stored objects. However, this has not been experimentally supported. The addition of 

new features or objects increases the net complexity and decreases apparent WM capacity 

accordingly (384, 386). Results of the error distributions in color recall tasks have also been 

revisited. The Target Confusability Competition model suggested that errors are primarily 

driven by the similarities between alternatives (383). Behavioral evidence from a color 

detection task indicated that stored objects with greater similarity to the target seem to 

receive a boost in their likelihood to be selected, thus providing a possible explanation for 

the abrupt collapse in performance that occurs when capacity is reached (383).

For both discrete units and flexible resource models, there seems to be a link between 

attention and WM capacity, as prior studies have suggested that individuals who possess 

a higher WM capacity may be able to control and maintain the intensity of their attention 

on a specific object more effectively than individuals with low WM capacity (374, 376). 

However, despite the general rule of WM capacity decreasing as remembered objects 

become more complex, not all types of WM seem to be affected equally in this manner. 

A critical example can be observed in a recent study that applied a recall task of increasing 

load to examine the effects of increasing task complexity on WM capacity, ultimately 

finding that verbal WM was not affected (387). As a result, verbal WM would seem to be 

more aligned with the expected results of the discrete unit models of WM capacity, despite 

these models being opposed by other studies, such as the color change detection task of 

Bays et al (386).

Electrophysiological Correlates of WM Capacity

The number of items stored in working memory manifest themselves in 

electroencephalographic (EEG) activity that persists throughout the entire period in which 

the content is maintained in WM (36, 388-390). The Contralateral Delay Activity (CDA), a 

negative-voltage wave over posterior contralateral electrodes increases monotonically rising 

in amplitude as the more items are added (Fig. 9), eventually flatting into an asymptote 

when the subject individuals reached their respective WM capacity limits (390). In fMRI 

studies, the posterior parietal cortex, particularly in the intraparietal sulcus, seems to be 

particularly important, as the levels of observed BOLD activation in this area best tracks 

WM capacity (33). Interpretation of these macroscopic measures of brain activity hinges 

on the fundamental mechanisms of working memory maintenance. Increased content may 

simply be more susceptible to drifts in activity, without reducing the activity of the neural 

ensembles that represent each given object (391). Alternative models of WM capacity rely 

on the number of EEG cycles that can be simultaneously maintained, with each cycle 

representing a different object, as each cycle would representing the firing of a different 

neural ensemble (392, 393).
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Non-human primates are capable of mastering multiple-item working memory tasks 

(394-397) and it has been possible to investigate the representation of multiple-stimulus 

information in memory by single neurons (146, 395, 396). In the context of the bump 

attractor model (Fig. 10), the activity representing each of multiple stored items held in 

memory can be thought of as a separate bump (398). As more items are added to memory, 

the total population activity would be expected to increase. However, when the capacity 

of the system is exceeded, the persistent activity representing some of the stimuli decays 

and the item cannot be recalled at the end of the delay period. In practice, experimental 

studies have not produced such a clear picture of the neural correlates of capacity. Prefrontal 

neurons have large receptive fields, and firing rate of individual neurons quickly saturates 

when more than a single item is maintained in memory, as does the information that can 

be decoded from their activity (396). Across the population of neurons, activity in the delay 

period does increase as additional items are stored in memory (Fig. 10), by virtue of more 

neurons being recruited (399). However responses to multiple item displays is not the linear 

summation of responses to individual items, which complicates the decoding of items held 

in WM (123).

Working Memory Duration

As with capacity, WM is defined, in part, by its limited duration, which is commonly 

believed to span along a range of seconds. Certainly, there is a significant separation 

between this, and the hours-to-decades long storage duration that has been observed to 

occur in LTM (400-403). However, there is a great deal of debate in regard to where one 

form of memory begins and the other ends. We will therefore attempt to reinitiate this line 

of inquiry by examining the neural correlates of WM duration across the visual, auditory, 

and tactile modalities, the effects of rehearsal, and the underlying nature of WM duration in 

regard to whether this property is limited by the decay or interference of stored information.

Distinguishing Maintained WM Duration from LTM

Due to the ambiguity in separating WM duration from LTM, many researchers have 

suggested that at least certain aspects of WM duration may actually be activated LTM 

(404-406). This hypothesis is supported by the wide degree of overlap between the brain 

areas that are involved with LTM compared to the brain areas that are involved WM, 

particularly in the prefrontal cortex, and in the case of auditory WM, the hippocampus (405, 

407). Aging also affects these areas simultaneously, resulting in similar deficiencies in both 

LTM and WM (408). Moreover, certain models of WM, such as Baddeley’s phonological 

loop, would require the representation of information in LTM, regardless of whether or not 

WM is a separate and distinct function (1, 409). However, the activated LTM explanation for 

WM duration also faces a degree of challenge, particularly in the rapid loss of information 

that is often observed in WM, compared to the extremely long lasting information in LTM 

(402). If WM were truly activated LTM, we would expect that subjects would be able to 

retrieve information previously discarded from WM, even a significant period of time later. 

We would also expect that the impairment of LTM would result in the impairment of WM, 

though this was also refuted by prior examinations on the effects of head trauma (401).
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Furthermore, despite being involved with similar brain areas, LTM and WM seem to rely on 

very different molecular mechanisms (400, 410). LTM, for example, requires the synthesis 

of new proteins, while WM can persist exclusively through the sustained neuronal activity of 

specific neuronal ensembles (32, 38, 400, 411). Certain brain areas such as the hippocampus, 

also seem to play a much greater role in LTM compared to WM, ultimately implying that 

although WM likely shares a degree of overlap with LTM, it is unlikely that these functions 

can be considered the same (412). WM duration, along with capacity, thus represents key 

variables for demarcating the two memory mechanisms.

WM Duration for different modalities of stimuli

The limits of WM duration are exemplified by the progressive decrease in performance 

over time, regardless of modality. Performance is thought to be dependent on the activity 

of the brain areas maintaining each type of information. In auditory tasks, for example, 

the maintenance of single tones was correlated with sustained activity in the interconnected 

areas of the auditory cortex, the inferior frontal gyrus, and the hippocampus, among which 

the former two were also able to distinguish the maintained tone (407). Likewise, when 

tactile WM information was being maintained, the application of transcranial magnetic 

stimulation was able to demonstrate a causal role for the middle frontal gyrus, but only 

for areas that possessed anatomical connections with the primary somatosensory cortex 

(413, 414). Importantly however, certain WM task contexts can result in overlap between 

otherwise modality-specific areas, even if the actual task stimuli are exclusively unimodal 

(415, 416). An excellent example can be observed with the maintenance of phonological 

information, such as silent lip movements—a purely visual stimulus that is also able to 

activate auditory areas when the lip movements resemble the formation of words (416). 

Certain tasks involving spatial frequency, speed, direction and motion coherence, seemed 

to undergo only limited decreases in performance when the required duration was extended 

by a significant degree (417-419). However, these opposition points have been criticized for 

failing to account for the special status of spatial information in visual WM, as well as the 

possibility of non-articulatory rehearsal via attention, which has been experimentally shown 

to supplement recall (382, 420).

The Role of Rehearsal in WM Duration

The maintenance of information in WM is greatly enhanced when conscious attention is 

devoted to the process, and various forms of rehearsal may be applied to this end. In 

particular, maintenance rehearsal is typically defined as the repetition of information, with 

a common example being the recitation of a phone number until the call is dialed, after 

which point, the number is rapidly forgotten (24, 421). Maintenance rehearsal results in 

similar neural activity as the original encoding of information when examined via EEG 

(422). Moreover, it seems possible that rehearsal may be “offloaded” to brain areas beyond 

the PFC, such as the modality specific areas that were previously noted. These critical 

insights thus reveal a possible key for explaining the neural mechanisms of rehearsal, and 

by extension, determining the degree to which this ability may ultimately be responsible 

for WM duration. On an extreme view, this has even led to the question of whether WM 

duration actually exists, or instead, if the phenomenon that we refer to as WM duration is 
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actually a product of rehearsal, due to the fact that objects seem to persist indefinitely in 

WM as long as the rehearsal continues to be maintained (423).

The rehearsal explanation for WM duration is further supported by the fact that the loss 

of WM content over time does not seem to be an all or nothing event, but instead, can be 

mitigated by devoting additional cognitive resources to specific objects, as demonstrated by 

the classic Sperling et al. experiment. Specifically, individuals were briefly (between 15-500 

ms) presented with a 3x4 grid of random letters, and then asked to report the letters at 

each location (424). The average results for this first experimental condition ranged between 

four or five accurate letters. However, in a second experimental condition, participants were 

only required to report a single row of letters, indicated by a tone that would sound 300 

ms after the array disappeared. The average results for this second experimental condition 

ranged between three or four accurate letters, double the per-row average of the original 

experimental condition, which implied that neural representations of most letters were 

still available after 300 ms, and that they could survive longer once attention consciously 

directed to exclusively maintaining the prompted row, while allowing all others to rapidly 

fade (424).

Decay, Interference, and Drift Models of WM Duration

The cause of the WM duration limits has been debated. It has been theorized that either 

spontaneous decay of sustained neuronal activity, interference and eventual displacement by 

new items, or gradual drifting in the activity of the neural ensembles that represent each 

remembered object may be the mechanism of eventual loss of the information maintained 

(38, 391, 425). For example, several studies found that distractors cause greater decreases in 

WM performance when they match the modality or category of the task relevant information 

(426-428). The implication is that the greater overlap between the task relevant information 

and the distractor leads to greater interference, and subsequently, greater reductions in 

performance. In turn, this idea would imply that WM is maintained as long as the relevant 

coding remains intact, however, the maintenance requires increasing cognitive resources 

over time. As a result, old content is gradually replaced by the new, unless attention is 

applied through abilities like rehearsal, to reserve cognitive resources on specific objects 

over time.

A challenge in neurophysiological studies that could chart neuronal activity as a function of 

visual working memory duration has been that it is difficult to avoid eye movements (and 

blinks) over prolonged delays, and neural activity driven by eye movements and retinal input 

may confound the interpretation of activity relating to the contents of working memory. 

However, some studies have succeeded (e.g. by allowing temporary timeouts in fixation) 

and they provided little evidence for decay of persistent activity during the duration of the 

trial (429). Neurophysiological studies of auditory and tactile working memory which are 

not subject to this limitation have similarly provided little evidence of decay, at least for 

intervals of ~6 seconds (339, 356). It is only at delay intervals of up to 15 seconds that 

activity of some individual prefrontal neurons begins to shut down, though other neurons 

are able to maintain persistent activity (430). Even in these experiments, LFP recordings 
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maintain their tuning for the preceding stimulus all the way up to the longest intervals tested, 

of approximately 15 seconds (431).

In the context of the bump attractor model, strong evidence exists that inaccuracies in recall 

are the effects of drift rather than decay of activity in the network (Fig. 11), at least for 

short periods of delay, of 1-3 seconds. Although it is well established that the accuracy of 

recalling the location of a stimulus decreases monotonically as a function of time (432), 

this does not necessarily imply decay of persistent activity. Instead, longer delays allow 

the bump of activity to drift and deviate more from the remembered location, on average. 

Critical predictions of the alternative, decay model, are not borne by the experimental data 

(55).

Working Memory across Species

Working memory is not exclusive to primates. Commonalities and differences between 

the WM mechanisms across and between different species reveals the roles of various 

neural mechanisms and their relative importance to various WM functions. For example, 

in virtually all animal models, the development of WM seems to be intertwined with 

additional cognitive systems, including the motor, sensory and attentional functions (433, 

434). Substantial challenges also exist. In the broader sense, the incompleteness and only 

vague definition of psychological terms used to explain the neural basis of cognitive function 

comes into sharper relief the further away we wander in the evolutionary scale (10). The 

homology or even existence of areas such as the prefrontal cortex across species is also 

debated (435). Here we will review the neurophysiology of WM across the rodent and avian 

models, focusing particularly on the varying capabilities of each taxonomic class, the role of 

persistent activity, and the cortical areas involved in it.

Rodent Models

The rodent model of WM, including mice and rats, is one of the most commonly applied 

models in current research. Rodents can readily be trained to perform working memory 

tasks, including spatial working memory tasks, based on the radial maze, delayed response 

and delayed alternation tasks. Moreover, working memory tasks based on other sensory 

modalities, including olfactory, auditory, and tactile working memory have also been 

demonstrated. These paradigms have been used to address some of the same questions 

that have been raised in primate and human research, including the neural basis of working 

memory, where in the brain it is localized, the local and long-distance circuits that are 

essential for its maintenance and the limits of its capacity and duration. Some of the same 

debates are also present in the rodent literature.

Persistent activity has been reported across working memory tasks. Initial reports 

documented persistent activity in delayed response tasks (436), which might have been 

confounded with motor preparation, but newer studies have demonstrated persistent activity 

in a variety of tasks representing remembered features of stimuli across various modalities, 

e.g. auditory or tactile frequency (437, 438). In contrast to the primate persistent activity, 

however, individual rodent cortex neurons are not active through the entire delay period of 

WM tasks, but different groups of neurons become active for brief periods of time (Fig. 12), 
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so that their activity “tiles” the entire delay period (439). Information may be encoded by 

neurons that do not exhibit persistent activity, and by different neurons that become active 

during the course of learning a behavioral task (440).

As has been speculated in the primate model, different types of interneurons play a 

specialized role in the circuits that maintain working Memory. Optogenetic inhibition of 

different types of interneurons produce different results in WM performance: inactivation of 

parvalbumin and somatostatin interneurons degrade working memory performance, whereas 

inactivation of VIP neurons may improve it (438). Similar to the primate brain, persistent 

activity generated in the frontal lobe is also dependent upon long-range circuits which 

includes the mediodorsal thalamic nucleus (441). MD inactivation degrades performance 

and activity in the frontal lobe.

As has also been discussed for the primate brain, working memory activity is not limited 

only to the rodent prefrontal cortex. Areas have also been implicated as major factors in 

WM, including the posterior parietal cortex, the frontal orienting fields, the hippocampus, 

and the motor cortex—particularly in the anterolateral area (48, 436, 442, 443). These 

areas appear to be specialized in WM, and the frontal orienting fields, for example, 

have demonstrated selectivity to orientation in 37% of their population, with performance 

decreasing when these areas (48) are deactivated (436). Similarly, the hippocampus—

typically associated with LTM—has demonstrated significant selectivity for spatial WM 

tasks.

Important differences in functions of prefrontal areas between rodent and primate species 

have also been noted. For example, lesions of the medial rodent PFC were reported to 

impair attention but not WM (444) and to not affect task performance in a two-choice 

serial reaction time task, though other studies reported impairments following medial PFC 

lesions when the number of possible targets in the serial reaction time task are increased 

(445, 446). The prospect of reconciling the conflicting results of these prior investigations 

is complicated by the lack of consensus regarding the anatomy of the rodent PFC and 

the question of whether the rodent and human PFC are truly homologous (435, 447). 

In particular, a recent meta-analysis has suggested that although medial prefrontal and 

cingulate areas are present in the rodent prefrontal cortex, the lateral prefrontal cortex, which 

is the focal area of persistent activity generation, has no clear homolog in the rodent brain 

(435). It is therefore possible that unique WM functions evolved along with unique PFC 

areas in the primate.

Avian Models

Many avian species—particularly corvids—have demonstrated high levels of WM, including 

a capacity for storing up to four distinct items and the ability to perform highly complex 

tasks (448, 449). However, they represent a unique model in WM, as their brains are highly 

dissimilar to the mammalian brain, particularly in terms of the structures typically associated 

with higher functions such as WW (450, 451). Notably, the avian brain seems to lack a PFC, 

neocortex or any laminated component within its telencephalon, despite possessing a similar 

structure of modular networks (451-454). This implies convergent evolution, with these two 
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taxonomic classes taking separate developmental paths to independently pursue the same 

functions (448, 455, 456).

The caudolateral nidopallium has been identified as an area important for working memory, 

demonstrating persistent activity when information is maintained in WM through a delay 

period in a wide variety of tasks. For example, during a spatial delayed-response task, at 

least 30% of the caudolateral corvid nidopallium demonstrated selectivity to both visual 

presentation and the maintenance of items during the delay period, thus resulting in 

decodable representations that remained stable throughout the course of the task (457). 

Persistent discharges have thus been described that can maintain visual spatial location 

and object identity, auditory stimuli, numerical quantity, and abstract task rules (458-460). 

The parallel between the caudolateral nidopallium and the PFC is further supported by the 

fact that both areas are central hubs for motor and sensory activity, the development of 

which are known to be intertwined with WM (433, 434, 461). The direct causality of the 

caudolateral nidopallium in WM is suggested by a study where the controlled lesioning of 

the caudolateral nidopallium was found to generate WM deficits that were proportional to 

the size of the lesion (462). Recently however, these results have been questioned in certain 

avian species, such as pigeons, due to the fact that persistent neural activity has not been 

observed in all studies of the caudolateral nidopallium, and may be modulated by factors, 

such as the presence of a task reward (463, 464). This may imply that the caudolateral 

nidopallium may only be the seat of certain aspects of WM. However, the wide range of 

cognitive abilities between different avian species may also result in some species simply 

lacking the ability to effectively conduct certain types of WM tasks.

Working Memory Development

Humans and nonhuman primates experience a protracted period of cognitive development 

that parallels the maturation of the prefrontal cortex (465-469). Working memory ability, 

in particular, undergoes significant improvements that are one of the hallmarks of human 

cognitive development (470-475). A monotonic age-based increase in the performance of 

multiple types of working memory tasks has been reported, including improvement in 

the mean accuracy and reaction time of memory-guided saccade tasks (470, 471, 473). 

Tasks that assess verbal and visuo-spatial working memory and executive control show 

parallel developmental profiles (470, 476). Developmental improvements in WM are not 

only characterized by an increase in correct trials, but also by a decrease in performance 

variability from trial to trial, which mirrors decreases in the variability of whole brain 

states of task-related activity (477). On the other hand, neurodevelopmental disorders that 

manifest in childhood and late adolescence, such as ADHD and schizophrenia, result in 

corresponding deficits of working memory (478-482).

Age-related performance increases observed for working memory tasks are associated with 

structural changes due to white and gray-matter maturation in the PFC and its connections 

with other cortical regions in humans (483, 484). Human fMRI studies have also shown 

that patterns of brain activation associated with the performance of working memory tasks 

undergo distinct changes between childhood and adulthood, typically involving increased 
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activation of frontal and parietal areas, but also more effective deactivation of other areas, 

such as the default mode network (485-489).

The nonhuman primate model has been particularly fruitful for understanding working 

memory maturation. The male rhesus monkey (Macaca mulatta) enters puberty at 

approximately 3.5 years of age and reaches full sexual maturity at 5 (490, 491), 

roughly equivalent to human ages of 11 and 16 years, respectively thus making this a 

particularly well-suited model to inform human neurocognitive development. Similar to the 

human pattern of development, the monkey prefrontal cortex continues to mature during 

adolescence and into early adulthood (492-494), establishing connections with a network of 

brain areas, similar to that of the human PFC. Biochemical and anatomical changes have 

also been characterized within the monkey prefrontal cortex from pre-puberty to adulthood, 

including maturation of interneuron morphology and connections (493, 495).

Behavioral performance and neural activity in working memory tasks change markedly 

around the time of puberty (Fig. 13), a developmental event associated with the release 

of sex hormones and significant neurological change (77, 496). Performance of working 

memory tasks is subtly but significantly higher in adult monkeys compared to adolescent 

monkeys that have entered puberty. The improvement involves both increases in mean 

performance and decreases in variability, similar to the improvements observed in humans 

between these two developmental stages (497). Most importantly, persistent activity during 

the delay intervals of working memory tasks is higher in adult animals than adolescent 

ones. Even when comparing persistent activity from adolescent and adult monkeys obtained 

in sessions equated for performance, the adult prefrontal cortex is better able to generate 

persistent activity (496). Furthermore, the activity that follows presentation of distractors—

stimuli that the monkeys have been instructed to ignore—is substantially lower in adulthood, 

suggesting that the adult prefrontal cortex is better able to filter distracting stimuli during 

working memory. These changes refer specifically to persistent activity. Responses to 

visual stimuli themselves are relatively unchanged, indicating that stimulus-driven neuronal 

responses are fully mature by puberty (496).

The observed changes in neural activity during childhood, adolescence, and adulthood 

suggest plasticity in the circuit that generates persistent discharges. An example of this 

may be observed in the local-circuit differences between adolescent and adult monkeys. 

Recordings from nearby pairs of neurons (within 0.5 – 1 mm from each other) reveal a 

higher percentage of spikes in adult than adolescent monkeys that are generated in near 

synchrony, within 2-3 ms of each other (498). This increase in “zero-lag synchronization” 

with age is the result of weakened inhibitory interactions in adulthood, either as a result 

of pruning of inhibitory connections, or decreases in the connectivity strength of pyramidal 

neurons onto interneurons, which lessens the net output of inhibitory connections as the 

prefrontal cortex matures (499). Interestingly, a decrease in zero-lag synchrony of prefrontal 

neurons has been recently implicated in an animal model of schizophrenia (185), a condition 

that, among other pathological symptoms, compromises working memory.

Changes in neuronal activity and connectivity that are observed in aged monkeys somewhat 

reverse the changes that are seen between adolescence and adulthood. Most importantly, 
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persistent activity during working memory tasks is substantially lower in old monkeys, 

though in this case too, firing rate during the stimulus presentation differed little between 

age groups (79). Aged animals exhibit elevated cyclic-AMP (cAMP) signaling, which 

reduces persistent activity by opening Hyperpolarization-activated Cyclic Nucleotide–gated 

channels (HCN - nonselective voltage-gated cation channels), and KCNQ, (Potassium 

voltage-gated channels). Persistent activity can be partially restored to more youthful levels 

by inhibiting cAMP signaling, or by blocking HCN or KCNQ channels (79).

Working Memory Training

Working memory training may induce significant performance improvements at all stages 

of life, including adulthood (38). Computerized training has resulted in expanded WM 

capacity, as well as clinical improvements for patients of stroke, ADHD, schizophrenia 

(500-503) as well as aged adults (504). However, there is a heated debate in regards 

to if and how these improvements may generalize (“transfer”) to tasks that were not 

part of the training, including more complex day to day activities (505, 506). The view 

against the benefits of training argues that improved performance levels are actually the 

result of task-specific skills instead of genuinely expanded abilities (507). Imaging studies 

have also produced conflicting results about the effects of training, with some studies 

suggesting increased activity in executive brain areas (503, 508-512) and others suggesting 

decreased activity instead (513-516). Thus increased activity has been suggested to reflect 

specialized selectivity, while decreases in activity are likewise suggested as an improvement 

in efficiency (38). To resolve these debates, it is again necessary to understand changes at the 

level of neural activity as a result of training.

Initial Working Memory Training

The appearance of persistent activity seems to be ubiquitous regardless of the task type, the 

subject’s prior training, or even whether they were required to perform a working memory 

task, at all. For example, persistent prefrontal activity has been observed in naïve monkeys 

that passively view stimuli without performing an active task, continuing even after the 

stimuli are no longer present (56, 314). This evidence—and the everyday ability to track our 

environment and recall information even when not explicitly prompted to do so ahead of 

time—would collectively argue against the view that working memory necessarily requires 

conscious effort. Thus, working memory seems to be an automatic function that is only 

subject to, but not dependent upon, conscious control. Importantly, the observed persistent 

activity in naïve monkeys is selective for specific properties of the stimuli, including spatial 

location, color, and shape (56, 314). There are also limits to the information that may 

be represented automatically. In particular, the decodable identity of a stimulus would not 

persist after the presentation of a new stimulus in the experiments discussed above, and the 

information of whether two successively presented stimuli were the same or not was largely 

absent in naïve animals (56, 64, 314).

Training of monkeys to perform a working memory task for the first time results in long 

lasting changes in neural activity (Fig. 14), including an overall increase in persistent 

activity, in addition to increases in the number of neurons that are activated after appearance 
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of stimuli (56, 66, 314, 517). These changes are evident even when the trained monkeys are 

tested with passive presentation of stimuli in the same fashion they did prior to training, and 

are predictably emphasized when they actively participate (314). Moreover, greater training 

seems to result in greater changes in activity that reflect the task performance levels at each 

point in time (73, 399).

Prefrontal subdivisions along the anterior-posterior and dorso-ventral axes of the PFC 

display varying degrees of plasticity after training, as already noted in the section of 

prefrontal areal specialization. Along the dorsal PFC, the highest levels plasticity occur 

in more anterior areas, including the mid-, and anterior-dorsal areas (area 46). On the other 

hand, the posterior dorsal prefrontal areas exhibit limited training effects beyond a small 

increase in the percentage of posterior-dorsal neurons that are activated by stimuli (66, 95, 

96). A similar gradient of plasticity runs along the dorso-ventral axis, with most plastic 

responses observed in the ventral PFC and least plastic in the more medial aspects of the 

dorsal PFC (95). Areas along the principal sulcus exhibit intermediate levels of plasticity in 

terms of increases in persistent discharges after WM training.

Decoding information about remembered stimuli depends not only on their mean firing 

rate, but also the trial-to-trial response variability, and the positive correlation of firing 

rates between neurons, all of which are affected by changes in plasticity (88, 518, 519). 

For example, training decreases the Fano factor of spike counts, a measure of variability, 

with the greatest decreases observed in neurons that exhibit persistent activity. This implies 

a refinement of neural selectivity and reliability of stimulus property representations. 

Similarly, the post training decrease in noise correlation—the spike-count correlation of 

persistent firing rates between pairs of neurons—also improves information decoding from 

simultaneously active neurons (519). Task training also alters the time course and dynamics 

of persistent activity (399, 520). For example, the firing rates of some neurons are known 

to “ramp up” or decrease during the course of the trial, in order to encode information 

dynamically at different time points (64, 147, 339). With training, these changes become 

more pronounced in trials compared to animals who were only assigned to passive fixation 

(399, 520).

Plasticity when learning to perform additional tasks

Subjects that have already trained to perform a cognitive task demonstrate that persistent 

activity can undergo rapid modification when they are exposed to a new task condition or 

type of stimulus (521). Individual neurons may begin to be activated by stimuli that they 

were initially unresponsive to over the course of a single training session, when the animals 

are learning to associate these particular stimuli with motor responses that earn reward, e.g. 

“look to the left when stimulus A is presented” (522). The ability of prefrontal neurons to 

rapidly represent different aspects of stimuli in persistent activity is also illustrated after 

training in tasks that require animals to remember one relevant stimulus feature and ignore 

others (120). Dual-task paradigms reveal that persistent activity can rapidly decrease and 

increase again over the course of a single trial, as the subject alternates their focus between 

the two tasks (523).
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Training-induced increases in plasticity may also point to the specialization of underlying 

cellular and molecular mechanisms (524) between specific prefrontal subdivisions. For 

example, recent studies have demonstrated the systematic variation of plasticity markers 

between limbic and eulaminate areas, including the relative scarcity of Calcium/calmodulin

dependent protein kinase II (CaMKII) in area 46d compared to more anterior limbic areas 

(525). Markers of cortical stability, including intracortical myelin, perineuronal nets, and 

parvalbumin have demonstrated the opposite pattern. Changes in neuronal morphology, 

molecular profiles of the synaptic apparatus, and the influence of neuromodulator systems 

have also been implicated in long-term prefrontal plasticity (526, 527), and may differ 

between areas. Further mechanisms for post training plasticity may be connected to 

observed changes in short-term prefrontal synaptic plasticity, depression, and facilitation 

(528).

The Effects of Training on WM Capacity

Although WM capacity was previously thought to be a fixed quality in individuals, 

recent research has shown that training can actually enhance WM capacity—particularly in 

children and young adults—with significant improvements that extend beyond the training

specific tasks (487, 529, 530). This is important for assisting the rehabilitation of individuals 

with memory related disorders, such as ADHD, and also for improving the cognitive 

abilities of neurotypical individuals. Moreover, the modification of WM capacity highlights 

possible neural mechanisms that may mediate capacity.

Firing rate—Training in tasks that require the simultaneous storage of multiple stimuli can 

induce plastic changes in prefrontal activity, activating more neurons, decreasing baseline 

firing, and increasing the rate of persistent activity in order to ultimately improve WM 

capacity—at least in regard to the trained task (399). Training may also occasionally 

decrease persistent activity, and the reason for this is currently debated as an improvement 

in efficiency or strategy (38, 513-516). It is also possible that change detected in fMRI 

may be due to decreased baseline activity, particularly when activity is averaged over 

long periods. Both humans and monkeys are known to develop personalized strategies that 

assist their performance in complex tasks, e.g. suggestive of grouping of multiple stimuli 

in memory based on their geometric arrangement (126). These strategies are reflected 

in the altered prefrontal response selectivity and dynamics when comparing single and 

multi-stimuli tasks, even if the stimuli sets are the same between both task types (124, 

399). In particular, a greater percentage of neural activity from individuals who displayed 

post-training improvements in multiple stimuli task performance could be explained by 

“condition-independent” components, not related to any remembered stimuli (399).

Dopamine—A variety of PET studies have investigated the role of dopamine in WM 

capacity before and after training, finding that changes in D1R density can be mapped to 

changes in WM capacity in an inverted U graph (531). This was reinforced by similar 

results that were observed when applying D1R antagonists (532). An additional study was 

conducted to assess D2R density, finding that there was increased dopamine release in 

individuals who were currently performing a memory task that could be linked to previously 

observed increases in BOLD activity after training (533). These insights are particularly 
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compelling in light of the abnormal dopamine release that is observed in ADHD and 

schizophrenia, among other memory-related disorders, as a possible explanation for the 

associated WM deficits (534, 535).

Functional connectivity—White matter volume and structure has long been associated 

with WM capacity (536-539). Structural connectivity—particularly from the PFC to 

its afferent cortical areas—has previously been correlated with WM capacity during 

development (398, 539, 540). In fact, the role of functional connectivity does not seem 

to be limited to development alone. In a study where adults performed n-back WM training, 

improved performance was correlated with increases in functional connectivity, with the 

greatest increases occurring between the parietal cortex and a superior frontal region, as 

well as between the parietal cortex and the dorsolateral PFC (540). In the above study on 

functional connectivity—and many others that attempt to confront the effects of training 

on WM capacity—it is worth nothing that improved task performance does not necessarily 

equate to improved capacity. Instead, the observed improvement may be due to improved 

WM processing or duration, among other factors.

Arguably the most dramatic effects of WM capacity training can be observed in the case 

of professional mnemonists, who can rapidly store exceptional large quantities of items—

usually letters or numerical digits—in their WM. For example, an individual known as SF 

was presented with random auditory digits at a rate of 1 second per digit, and, after 250 

hours of practice, was able to raise his recall limit from 7 digits, to 80 (541). These results 

were later replicated by another subject, BB, though BB only received 86 hours of practice 

and required 5 seconds to store each digit in his WM to achieve maximum capacity (542). 

Notably, nearly all professional mnemonists are known to apply various encoding strategies, 

such as the famous method of loci, where objects are associated with familiar locations, after 

which the objects may be recalled by imaging the locations (543). These encoding strategies 

may therefore serve as an excellent method for demonstrating the effects of training on 

WM capacity in a clearly observable manner. However, the relative lack of research on 

the topic of encoding strategies may bring their use into question, and among followers of 

the previously discussed discrete units theory for WM capacity, there is the possibility that 

encoding strategies are not genuinely increasing WM capacity, but instead, simply serve to 

more effectively organize chunks of information into each discrete “unit” of an individual’s 

existing WM capacity. Alternatively, it is also possible that the encoding strategies may 

serve to rapidly store information in long term memory, allowing the recall of LTM to 

supplant WM without requiring an increase in capacity. Ultimately, these questions can only 

be resolved by bringing the encoding strategies of mnemonists back to the forefront of 

research and continuing the work that was started by the prior generation of neuroscientists.

Conclusions

Recent research has been able to provide a comprehensive link between the activity of 

neurons in the prefrontal cortex and other brain areas with a range of psychological 

phenomena related to working memory. The bump attractor model of visuospatial working 

memory provides a basic framework that links spiking activity with behavior. Synaptic 

mechanisms allow representation of latent information even in time intervals of no overt 
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spiking activity, but they influence behavior inasmuch as they influence the generation of 

spiking activity. Limits of capacity and duration can be traced back to the properties of 

this model, as can improvement of working memory during childhood development and 

through adult training. Flexible behavior requires considerable neuronal plasticity, however 

some specialization of circuits mediating different types of information within the prefrontal 

cortex and between its connections is still evident.

A number of unanswered questions remain. The role of rhythmicity in working memory 

is still unresolved. Rhythmic discharges and local field potentials can be readily observed 

in working memory paradigms. The extent to which they represent information beyond 

what firing rate represents and whether they influence behavior is unclear. The circuits that 

maintain memory for objects have been more difficult to investigate. Whether fundamentally 

different mechanisms participate in object than spatial working memory maintenance is an 

open question. The intrinsic organization of the prefrontal cortex also remains unanswered. 

Hints of local organization suggest that the representation of information is not entirely 

random across the cortical surface. Future studies addressing these questions will help tie 

cognitive phenomena to the activity of cortical neurons.
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Didactic Synopsis

Working memory is a core component of higher cognitive functions. An empirical 

understanding of its neural basis is a key factor in unraveling the operations of the 

conscious mind and the origins of human thought.

Jaffe and Constantinidis Page 65

Compr Physiol. Author manuscript; available in PMC 2022 September 23.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Major Teaching Points:

• Persistent discharges in a network of prefrontal neurons connected with 

neurons in other brain areas represent information in working memory.

• This circuit behaves as a continuous attractor that can maintain a peak of 

activation, representing a stimulus.

• Synaptic mechanisms allow representation of latent information even without 

persistent activity; they influence behavior inasmuch as they influence the 

generation of spiking activity.

• The limits of WM capacity are attributed to the ability of the network 

to maintain simultaneous peaks of activity representing stimuli, without 

suppressing each other.

• The duration of WM is limited in the order of seconds. Drift and interference 

rather than decay explain most of the inaccuracy that accumulates in time.

• Persistent discharges appear in other vertebrate species including rodents and 

corvids.

• Improvements of working memory ability in childhood and adolescence 

parallel increases in persistent activity. Training in adulthood can similarly 

enhance WM through underlying changes in the persistent activity.
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Figure 1. 
A. Schematic diagram of (A) the Atkinson and Shiffrin model, (B) Baddeley model, and (C) 

the model we are putting forth here (Jaffe and Constantinidis model). Colored squares in 

all schematic diagrams represent short/term working memory stages. The prefrontal cortex 

plays a central role in the maintenance of working memory through activity that reverberates 

in short- and long-distance loops including the later stages of the sensory pathways that 

originally transmit sensory information to working memory.
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Figure 2. 
From single neuron responses to the bump attractor. Top, schematic illustration of responses 

of a single neuron to the ODR task for spatial working memory of a stimulus that appears 

at 8 different locations. Bottom, the population of neurons represent the stimulus location 

by the bump of activity in the network. Drifts of this activity result in errors. Adapted from 

Klingberg and Constantinidis, 2016.
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Figure 3. 
Schematic illustration of types of dynamic coding. Two different stimuli may not elicit an 

overall increase in firing rate during the delay period of working memory tasks (left panels). 

Their identity may still be decoded based on the pattern of spikes of individual neurons, 

which may be separable for different stimuli (middle panels). Furthermore, the pattern of 

activity of individual neurons may evolve dynamically in time, i.e. different neurons reach 

maximum activity at different time points during the trial, resulting in different trajectories 

in state space (right panels).
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Figure 4. 
A-B. Schematic demonstration of the phenomenon of match suppression: a modulation of a 

stimulus firing rate depending on a previous stimulus, which does not depend on persistent 

spiking over the time interval between the two stimuli. C. The synaptic model of working 

memory. Utilization and availability of synaptic resources (e.g. Calcium concentration) 

modulate the magnitude of the postsynaptic potential generated by spikes elicited when a 

stimulus is presented for the first time, and when the same stimulus is presented for the 

second time. D. Schematic illustration of serial bias in working memory. The location of 

the previous stimulus influences the memory of the current stimulus location. E. During the 

inter-trial interval (dotted line), firing rate no longer represents the previous stimulus and 

the neuron exhibits no selectivity for the location of the preceding stimulus. However, this 

information continues to be maintained by synaptic mechanisms and when the next trial 

begins, selectivity for the preceding stimulus re-emerges. The interaction of this reactivated 

bump and the bump of activity caused by the cue appearance causes a slight deviation (bias) 

which is evident in the pattern of behavioral performance. Panel C, adapted from Mongillo 

et al., 2008; panel E from Barbosa et al., 2020.
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Figure 5. 
Division of labor model. Selectivity of Pyramidal Neurons (P) and three types of 

interneurons: Parvalbumin (PV), Calretinin (CR/VIP) and Calbindin (CB/SST) are shown. 

A. Insets on top are meant to illustrate that red-colored neurons on the left side of the 

figure are driven by a stimulus at the upper left of the screen, the 135° location, whereas 

blue-colored neurons on the right side of the figure are maximally activated by a stimulus 

in the lower left, 225° location. Excitatory synapses connect pyramidal neurons with similar 

preferences in the delay period that follows a stimulus in the upper left. B. Heat maps 

representing the activity of different neurons are plotted by preference for stimulus location 

(y-axis), as a function of time (x-axis). Adapted from Li et al., 2020.
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Figure 6. 
Stimulus selectivity along the dorso-ventral and anterior-posterior axes of the PFC before 

and after training. A. Firing rate and selectivity of dorsal prefrontal neurons at different 

positions along the anterior-posterior axis to spatial stimuli, before and after training. B. 
Schematic illustration of spatial and object selectivity across the PFC. Panel A from Riley et 

al., 2018; panel B from Constantinidis and Qi al. 2018.
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Figure 7. 
Local organization of the prefrontal cortex. A. No retinotopic map of visual space is present 

in dorsal posterior PFC, whose neurons do display strong selectivity for space. B. Some 

local organization and orderly progression of receptive fields is revealed in tangential 

electrode penetrations in the principal sulcus. C. Organization of activity across the depth of 

the PFC. Cue responses predominate in middle layers; delay period activity in upper layers; 

response activity in deeper layers of the PFC. Panel A based on Leavitt et al., 2018; panel B 

based on Arnsten et al., 2013; panel C based on Markowitz et al., 2015.
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Figure 8. 
Schematic illustration of a cross-modal WM task. The monkey needs to remember the 

frequency of either a tactile or auditory stimulus and compare it with a stimulus of either 

modality. Right panels represent schematically the responses of a single neuron in the 

pre-Supplementary Motor Area for an auditory stimulus (purple bar) followed by a tactile 

stimulus (blue bar), or vice versa (bottom). Responses of the neuron during the delay period 

were modulated monotonically depending on the frequency of the stimulus, adhering to the 

same monotonic code of firing rate as a function of frequency for both the remembered 

auditory and tactile stimuli. From Constantinidis, 2016, referencing the data of Vergara et 

al., 2016.
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Figure 9. 
Properties of working memory capacity in human subjects. A. Change detection paradigm. 

Subjects need to maintain in memory a set of colored squares and report if a second display 

was identical to the first or not. B. Performance on the task declines as a function of set size. 

C. Mean Contralateral delay activity measured from posterior EEG electrodes as a function 

of elements in the array. Peak CDA amplitude predicts capacity (vertical) line. Based on 

Fukuda et al., 2010.
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Figure 10. 
A. Predicted model of working memory capacity in the context of the bump attractor. 

Multiple stimuli are encoded at the beginning of the trial. An item that decays, fails to be 

recalled at the end of the trial. B. Capacity curves of monkeys. C. WM capacity task. D. 
Population firing rate for displays with different numbers of stimuli. E. Average firing rate 

during the cue and delay period. Adapted from Tang et al., 2019.
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Figure 11. 
Predictions of A, the bump attractor model suggesting that drift is the main source of 

imprecision in working memory vs. B, a model where the bump of activity decays. C. 
For the bump attractor, but not the decaying bump model, the tuning curve bias computed 

from trials with clockwise versus counterclockwise deviations becomes increasingly positive 

through the delay. D. Only for the bump attractor model, spike counts in response to flank 

stimuli correlated with behavioral deviations in the direction of the neuron’s preferred cue 

as delay progressed. E. For the bump attractor model, but not the decaying bump model, 

Fano Factors computed separately for trials when a flank stimulus was presented are larger 

when considering inaccurate trials with large behavioral deviations (solid line) as compared 

to accurate trials (dashed line). F. Only for the bump attractor model, neuron pair noise 
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correlation is negative for those pairs with dissimilar tuning, when responding to a middle 

flank stimulus. From Wimmer et al., 2014.
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Figure 12. 
A. Patterns of activation of mouse working memory, recorded from mPFC. B. Individual 

neurons are typically active over a short period. C. Mean z-scored firing rate of delay

elevated units identified after clustering into six groups based on temporal correlation in 

firing rates from dark red (earliest) to purple (latest). Approximately 30% of all mPFC 

neurons in the dataset exhibited significant delay-elevated activity (inset). D. Behavioral 

effects of inactivation of MD-to-mPFC terminals. E. Behavioral effects of inactivation of 

mPFC-to-MD terminals. F. Behavioral effects of inactivation of different mPFC interneuron 

populations during an auditory working memory task. Panels A-E from Bolkan et al., 2017. 

Panel F is based on Kamigaki and Dan, 2017.
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Figure 13. 
A. Behavioral improvement of human working memory in adolescence. B. Behavioral 

improvement of monkey WM in adolescence. C. Persistent discharges in the adolescent and 

D, adult PFC in the Oculomotor Delayed Response task. E-F. Activity in the adolescent and 

adult PFC in the distractor task. Panel A based on Simmons et al., 2017; panels B-F based 

on Zhou et al., 2016.
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Figure 14. 
A. Anatomical MRI of the monkey lateral prefrontal cortex with anterior/posterior and 

dorsal/ventral subdivisions indicated relative to the Principle and Arcuate Sulci. B. Mean 

firing rate of neurons recorded in these subdivisions in monkeys both before and after they 

were trained to perform spatial WM tasks. Gray bars represent stimulus presentations. Data 

are shown separately for each prefrontal region. C. ROC analysis for recordings from low

performance and high-performance sessions, as monkeys were trained in a multi-stimulus 

WM task. Panels A and B, based on Riley et al., 2018. Panel C from Tang et al., 2019.
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