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HJB|Apr./99On Revolutionizing of Quantum Field Theorywith Tomitas Modular TheoryH.J. BorchersInstitut f�ur Theoretische PhysikUniversit�at G�ottingenBunsenstrasse 9, D 37073 G�ottingenAbstract: In the book of Haag [Ha92] about local quantum �eld theory the main results are obtainedby the older methods of C�{ and W �{algebra theory. A great advance, especially in the theory ofW �{algebras, is due to Tomita's discovery of the theory of modular Hilbert algebras [To67]. Because ofthe abstract nature of the underlying concepts, this theory became (except for some sporadic results) atechnique for quantum �eld theory only in the beginning of the nineties. In this review the results obtainedup to this point will be collected and some problems for the future will be discussed at the end.In the �rst section the technical tools will be presented. Then in the second section the two concepts,the half{sided translations and the half{sided modular inclusions, will be explained. These concepts haverevolutionized the handling of quantum �eld theory. Examples for which the modular groups are explicitlyknown are presented in the third section. One of the important results of the new theory is the proof ofthe PCT{theorem in the theory of local observables. Questions connected with the proof are discussedin section four. Section �ve deals with the structure of local algebras and with questions connected withsymmetry groups. In section six a theory of tensor product decompositions will be presented. In the lastsection problems which are closely connected with the modular theory and should be treated in the futurewill be discussed.Contents:1. Introduction1.1) Some general remarks1.2) Assumptions of the theory of local observables1.3) Tomita-Takesaki theory1.4) Remarks on the edge of the wedge problem1.5) Some notations1.6) Things not treated2. On von Neumann subalgebras2.1) Order by inclusion and order of modular operators2.2) The �rst fundamental relation2.3) Characteristic functions and von Neumann subalgebras1



HJB|Apr./992.4) The second fundamental relation2.5) Half{sided translations2.6) Half{sided modular inclusions2.7) Remarks, additions and problems3. On local modular action, examples3.1) The result of Bisognano and Wichmann for the wedge domain3.2) Other examples3.3) The counterexamples of Yngvason3.4) The result of Trebels on local modular action3.5) Remarks, additions and problems4. The PCT{theorem and connected questions4.1) The wedge duality4.2) The reality condition and the Bisognano{Wichmann property4.3) The PCT{theorem4.4) The Bisognano{Wichmann property and the construction of the Poincar�e group4.5) The approach of Buchholz and Summers4.6) Remarks, additions and problems5. Properties of local algebras5.1) Some mathematical consequences of the modular theory5.2) The factor problem5.3) The type question5.4) On the implementation of symmetry groups5.5) Remarks, additions and problems6. Tensor product decomposition of quantum �eld theories6.1) On modular covariant subalgebras6.2) Conditional expectations and half{sided translations6.3) Construction of sub{theories6.4) Decomposition of the global algebra6.5) The hidden charge problem6.6) Structures of decomposable theories6.7) Remarks, additions and problems7. Problems for the future7.1) About the restriction to lower dimensions7.2) Vacuum states on the hyper�nite III1 algebra7.3) Can one interprete the local modular groups as local dynamics?7.4) Modular theory in charged sectorsReferencesAppendix 1: References on low{dimensional QFT.Appendix 2: References on QFT. on curved spaces2



HJB|Apr./991. IntroductionIn this section we start with some statements of general interest, and add the mainconcepts and notations to be used in this note.1.1) Some general remarksShortly after the invention of quantum mechanics, several scientists tried to generalize thistheory to systems of in�nite many degrees of freedom. (See e.g., P.A.M. Dirac [Dir27],[Dir28], Jordan and Wigner [JW28], Heisenberg and Pauli [HP29], [HP30].) In many ofthese attempts the authors wanted to incorporate the principle of special relativity at thesame time. The combination of these two aspects is called relativistic quantum �eld theory,for which the term QFT will be used as short form in this note.Non{relativistic quantum �eld theory and QFT are usually used in di�erent branchesof physics. The area of application for the �rst is quantum statistical mechanics, solidstate physics, and liquids. The latter theory is mainly used for elementary particle physics.Quantum electrodynamics and the standard model are two theories where the concepts ofQFT are used. These examples do not imply that the concepts of one form of the �eldtheory can not be useful for the other. The investigation of Bros and Buchholz [BB94] onthe relativistic KMS{condition is such a case.QFT has several di�erent facets:1. Lagrangean quantum �eld theory together with perturbation theory.2. L.S.Z.{theory, which is useful for scattering problems [LSZ55].3. Wightman's quantum �eld theory [Wi56] and its derivative, the Euclidean �eld theory.4. The theory of local observables in the sense of Araki, Haag and Kastler [Ha92].The Lagrangean QFT is closest to the physical intuition. But it has the disadvantage thatthe expressions which appear in this theory have only a formal meaning. Up to now thereis no convincing scheme which puts the formal expressions onto a solid and consistentmathematical basis. The existing perturbation and renormalization theory does not, inmost cases, indicate anything about the quality of the approximation. Therefore, onlycomparison with the experiment can indicate the quality of the Lagrange function andthe approximation. Not in all cases is one as lucky as in quantum electrodynamics, wherethe agreement between calculations and experiments is excellent. If, as it is the case inthe standard model, the Lagrange function depends on too many parameters, then somesceptics are not satis�ed, since some experimentalists say: \With three parameters onecan �t an elephant and with a fourth parameter one can make him wiggle with his tail."Probably the right mathematics has still to be invented in order to make Lagrangean QFTacceptable for everyone.Before and during World War II the perturbation and renormalization theory con-sisted largely of formal manipulations. This led R. Jost to the sarcastic remark: \In thethirties, under the demoralizing in
uence of quantum theoretic perturbation theory, themathematics required of a theoretical physicist was reduced to a rudimentary knowledgeof the Latin and Greek alphabets". In the �fties there have been several attempts to putQFT on an axiomatic basis. This was possible since new mathematics had been developed,for instance the theory of distributions (see e.g. L. Schwartz [Schw57], [Schw59]) and thetheory of C�{algebras (see e.g. Naimark [Nai59]). The theory of distributions is needed3



HJB|Apr./99for the LSZ [LSZ55] and the Wightman [Wi56] approach, and the theory of C�{algebrasfor the concept of local observables. While the LSZ{ and the Wightman formalisms arestill close to the ideas of Lagrangean QFT, a new road was taken in the theory of localobservables.Since von Neumann [Neu27], [Neu32] it is known that in quantum mechanics onecan replace the unbounded physical observables by bounded functions of them. This hasthe advantage that, for many problems of general nature, the annoying domain questionsdisappear. In 1947 Segal [Seg47] proposed to use this method also for QFT. This ideahas been taken up by R. Haag, and it developed between 1959 and 1964 [Ha59], [HS62],[HK64] into the theory of local observables.The increase of knowledge in functional analysis led also to a partial progress inLagrangean QFT. With the new technique those theories which are superrenormalizablecould be rigorously handled. Glimm and Ja�e (see e.g. [GJ85]) have been the mainpromotors of this subject. The number of scientists who have contributed to this �eld isenormous, and it is impossible to mention them all.Reviewing the past, the situation is as follows: The analyticity properties of theWightman functions allow one to choose the time coordinates to be purely imaginary. Thefunctions obtained in this way are called Schwinger functions. These are (real) analytic fornon{coinciding points and, in the case of Bose �elds, symmetric in all variables. With helpof the Hahn{Banach theorem one can extend these functions to the coincidence points assymmetric distributions. It was the idea of Symanzik [Sym69] to identify these symmetricfunctions with the vacuum expectation value of a commutative and hence classical �eld. Healso assumed that the representation of this �eld is on a Hilbert space with positive metric.In so doing the Schwinger functions can be considered as the moments of a positive measureon the space of tempered distributions S. Sinc many approximation theorems exist forpositive measures, one can, in favorable situations, �rst approximate the dynamics on alattice in a box and take the continuum limit and the limit for the box tending to thewhole space.Unfortunately, the positivity of the Hilbert space for the Wightman theory does notimply that the Schwinger functions de�ne a positive linear functional (on the symmetrizedtest function algebra). The positivity of the Wightman functional implies only the re-stricted Osterwalder{Schrader positivity [OS73], [OS75] (see also V. Glaser [Gl74]). Thisis the positivity condition for non{overlapping functions. If one uses the Osterwalder{Schrader condition also for overlapping functions, then one calls it extended positivity. Ifa theory ful�ls extended Osterwalder{Schrader positivity and Euclidean covariance at thesame time, then, by a result of Yngvason [Yng78], the Schwinger functions de�ne a positivefunctional.It is well known that broken time reversal (which is the case in nature) is not compati-ble with a positive measure for describing the Schwinger functions. A generalization wouldbe to work with a signed (complex) measure. Borchers and Yngvason [BY76] have derivednecessary and su�cient conditions implying that the Schwinger functions are moments ofa complex measure. These conditions are closely related to the existence of the Wilson{Zimmermann [Zi67], [Wil69] decomposition of products of �eld operators. The restrictedOsterwalder{Schrader positivity still has to hold. In my opinion one has to learn to draw4



HJB|Apr./99conclusions from this condition before one can handle convergence problems for signedmeasures. It is not known whether or not the Wilson{Zimmermann product expansionholds for every Lagrangean QFT. If this is not the case, one has to generalize the measuretheory on Montel spaces (the test function space) as one has generalized the measure the-ory on IRn to distributions, except, one must �nd a completely di�erent method to handleLagrangean QFT.In the theory of local observables the theories of von Neumann{ and C�{algebras arethe main tools for the investigation. In 1967 the theory of von Neumann algebras madea big step forward in Tomita's discovery of the theory of modular von Neumann algebras.In this paper I will focus my attention on results obtained by this new theory. In thetheory of local observables, abbreviated QFTLO, many results have been obtained withthe standard theory of von Neumann algebras. Most of them are described in the book ofR. Haag [Ha92].This article is structured into several sections. Each of them is centered around oneconcept or idea. The order of these sections does not follow some logical concept, but isdone in such a manner that the number of references to succeeding sections is minimized.Each section is split into subsections. This is done in order to facilitate the search forspecial topics. The last section is reserved to open problems.1.2)Assumptions of the theory of local observablesThe investigations of this paper are based on the following assumptions:In the theory of local observables one associates to every bounded open region O inMinkowski space IRd a C�-algebra A(O). For any unbounded open set G the C�-algebraA(G) is de�ned as the C� inductive limit of the A(O) with O � G. These algebras aresubject to the following conditions:(1) They ful�l isotony i.e., if O1 � O2 then A(O1) � A(O2).(2) They ful�l locality, i.e. if O1 and O2 are spacelike separated regions then the corre-sponding algebras commute, i.e.A 2 A(01); B 2 A(O2) implies [A;B] = 0:(3) They ful�l translational covariance, i.e. the translation group of IRd acts as automor-phisms on A(IRd). For every a 2 IRd there exists an automorphism �a 2 AutA(IRd)with �aA(O) = A(O + a):A representation � of A(IRd) is called a particle representation if:(i) � is a non{degenerate representation on a Hilbert space H.(ii) There exists a strongly continuous unitary representation of the translation groupa 7�! U(a);such that: 5



HJB|Apr./99(�) The spectrum of U(a) is contained in the forward light{cone.(�) The representation U(a) implements the automorphism �a, which means that forevery A 2 A(IRd) one hasAdU(a)�(A) := U(a)�(A)U� (a) = �(�aA):(iii) A representation � is called a vacuum representation if:(�) � is a particle representation.(�) In H exists a vector 
 withU(a)
 = 
 8a 2 IRd:In the following we will always deal with vacuum representations and we setM(O) = �(A(O))00 :(
) We require weak additivity, i.e for every O there holdsf [a2IRdM(O + a)g" =M(IRd):(4) Very often also the covariance under the whole Poincar�e group will be assumed. Thismeans there shall exist a continuous unitary representation U(�) of the Lorentz groupobeying the correct relations with the translations and(�) U(�)
 = 
(�) U(�)M(O)U(�)� =M(�O).For the physical interpretation of these assumptions see the book of Haag [Ha92] orthe lecture notes of Borchers [Bch96].1.3) Tomita-Takesaki theoryAs already mentiond this representation is mainly based on the Tomita{Takesaki the-ory. At the Baton Rouge conference 1967 Tomita [To67] distributed a preprint containinghis theory on the standard form of von Neumann algebras. At the same time Haag, Hugen-holtz und Winnink [HHW67] published their paper on the description of thermodynamicequilibrium states using the KMS-condition. Probably N. Hugenholtz and M. Winninkhave been the �rst realizing the similarity between certain aspects of their approach andTomita's theory and hence the importance of this new mathematical theory for theoreticalphysics. (See e.g. the thesis of M. Winnink [Win68].) But general knowledge becameTomita's theory only by Takesaki's [Tak70] treatment, published in the Lecture Notes inMathematics. Since then this theory is usually called the Tomita-Takesaki theory.Let H be a Hilbert space andM be a von Neumann algebra acting on this space withcommutantM0. A vector 
 is cyclic and separating forM ifM
 andM0
 are dense inH. If these conditions are ful�lled then a modular operator � and a modular conjugation6



HJB|Apr./99J is associated to the pair (M;
) such that:(i) � is self-adjoint, positive and invertible�
 = 
; J
 = 
:(ii) The unitary group �it de�nes a group of automorphisms ofMAd�itM =M 8t 2 IR:This automorphism group will often be denoted asAd�itA =: �t(A): (1:3:1)(iii) For every A 2 M the vector A
 belongs to the domain of � 12 .(iv) The operator J is a conjugation, i.e. J is antilinear and J = J� = J�1, where Jcommutes with �it. This implies the relationAdJ� = ��1: (1:3:2)(v) J mapsM onto its commutant Ad JM =M0:(vi) The operators S := J� 12 and S� = J��12 have the propertySA
 = A�
 8A 2 M;S�A0
 = A0�
 8A0 2 M0:This implies that A
; A 2 M is in the domain of �1=2 and B
; B 2 M0 is in the domainof ��1=2.(vii) From (iii) one concludes that for A 2 M the vector valued functiont 7! �itA
has an analytic continuation into the strip S(� 12 ; 0) := fz 2 C;� 12 < =mz < 0g.Property (vi) implies �i(t� i2 )A
 = �itJA�
; A 2 M: (1:3:3)For elements B 2 M0 Eq. (1.3.1) implies that �itB
 has an analytic continuation intothe strip S(0; 12 ) and one gets by (vi)�i(t+ i2 )B
 = �itJB�
; B 2 M0: (1:3:30)(viii) Using Eq. (1.3.3) and the fact that J is a conjugation one obtains that for A;B 2 Mthe function (
; B�t(A)
) can be analytically continued into the strip S(�1; 0). One �ndsat the lower boundary the relation(
; B�(t�i)(A)
) = (
; �t(A)B
) A;B 2 M (1:3:4a)7



HJB|Apr./99or equivalently (
; B�i(t�i)A
) = (
; A��itB
) A;B 2 M: (1:3:4b)The last two relations are called the KMS{condition. They characterize the modular groupuniquely. If a unitary group ful�ls the KMS{condition forM then it is the modular groupof M. (See [KR86] Thm. 9.2.16.)For the proofs see Takesaki [Tak70] or textbooks as Bratteli and Robinson [BR79] orKadison and Ringrose [KR86] or S. Stratila [Stl81].A central role in this theory is played by faithful normal states of von Neumann alge-bras. As a consequence of the Reeh-Schlieder theorem [RS61] we know that the vacuum-state has this property for every local algebra in quantum �eld theory.Not for every von Neumann algebra exist faithful normal states. The generalizationof this concept are the weights. With so called normal, faithful, semi{�nite weights theTomita{Takesaki theory can be developed also (see e.g. Haagerup [Hgr75]). The conceptof weights will not be explained in the moment, but only when it has to be used. Alsothe mathematical results obtained by the Tomita{Takesaki theory will be mentioned whenneeded.1.4) Remarks on the edge of the wedge problemIn this section we want to collect some results from the theory of analytic functionsof several complex variables. All the results are given without proofs.The theory of several complex variables is an important tool in quantum �eld theoryand we assume familiarity with these methods. The situation appearing here (and oftenin other physical cases) is the edge of the wedge problem. One deals with two analyticfunctions f+(z) and f�(z); z 2 Cn de�ned in a tube T+ and T� = �T+ respectively.The tube T+ is based on a convex cone C � IRn with apex at the origin and de�ned by:T (C) = T+ = fz 2 Cn; z = x + iy; y 2 C; x 2 IRng:One assumes that f+(z) and f�(z) both have boundary values f+(x); f�(x) respectively(in the sense of distributions) and that these boundary values coincide on some open setG � IRn. In this situation one knows from the edge of the wedge theorem [BOT58] thatboth functions are analytic continuations of each other and are analytic also in a complexneighbourhood of G.1.4.1 Theorem: (Edge of the Wedge)Denote by B the ball B = fz; kzk := (X jzij2)1=2 < 1gand de�ne B+C = B\T (C) and B�C = B\T (�C). Assume f+(z) and f�(z) are functionsholomorphic in B+C and B�C respectively with f+ and f� having continuous boundary valuesat real points kxk < 1 and assume that these boundary values coincide. Then there existsa complex neighbourhood N of IRn \ B and a function f holomorphic in B+C [ B�C [ Nsuch that f = f+ on B+C and f = f� on B�C :8



HJB|Apr./99In several applications one has functions depending on several real variables. Oneknows that one can analytically continue in one variable if the others are �xed. One wouldlike to know conditions which imply that one can analytically continue in all variablessimultaniously. An important result on this question is the Malgrange{Zerner theorem.(For details see H. Epstein [Ep66].) Since we need the result only for two variables, wewill formulate it only for this situation. The generalization to more than two variables isstraight forward.1.4.2 Theorem: (Malgrange{Zerner)Let f(x1; x2) be a continuous function of two variables de�ned on (�1; 1)�(�1; 1). Assumefor �xed x2 the function f(x1; x2) has an analytic continuation f(z1; x2) holomorphic inz1 2 D+ = fz; jzj < 1;=mz > 0g, and for �xed x1 an analytic continuation f(x1; z2)holomorphic in z2 2 D+. Assume f(z1; x2) and f(x1; z2) are bounded and continuous,i.e. f(z1; x2) is a continuous function in x2 with values in the bounded analytic functionson D+, and the same for f(x1; z2). Then exists a function f(z1; z2) holomorphic in someneighbourhood N\D+�D+, where N is some neighbourhood of D+�(�1; 1)[(�1; 1)�D+ .This function has boundary values on (�1; 1) � (�1; 1) which coincide with f(x1; x2).The importance of holomorphic functions of several complex variables is the followingfact: Not every domain G is a natural domain in Cn. In such a situation every functionholomorphic in G can be analytically continued into a larger domain. The domain intowhich every function, holomorphic inG, can be analytically continued is called the envelopeof holomorphy H(G) of G. We will need the tube theorem, the double cone theorem andthe Jost{Lehmann{Dyson theorem. The tube theorem can be found in every text book onseveral complex variables.1.4.3 Theorem: (Tube Theorem)Let G be a connected domain G � IRn and let T (G) = fz 2 Cn;=mz 2 Gg. ThenH(T (G)) = T (Co G);where Co G denotes the convex hull of G.Another result of importance in QFT is the double cone theorem discovered indepen-dently by Vladimirov [Vl60] and Borchers [Bch61].1.4.4 Theorem: (Double Cone Theorem)Let G be a subdomain of IRd, and let N (G) be some complex neighbourhood of G. Let� = T (C) [ T (�C) [ N (G) and H(�) be its envelope of holomorphy. Assume c; d 2 Gsuch that d� c 2 C and c+ �(d� c) 2 G for 0 � � � 1. ThenDc;d � H(�) \ IRn;where Dc;d denotes the double cone (c+C) \ (d � C).We also need a result of Bros, Epstein, Glaser, and Stora [BEGS75], which deals withthe edge of the wedge theorem in two variables.9



HJB|Apr./991.4.5 Theorem (Bros, Epstein, Glaser, Stora)Let T+ and T� be tubes based on the �rst and third quadrant respectively. Assume thecoincidence domain is the �rst quadrant. If a real line ax1+ bx2 = c; a; b; c 2 IR intersectsinterior of the �rst quadrant, then all complex, non real pointsaz1 + bz2 = c; z1; z2 not both in IRbelong to the envelope of holomorphy of the edge of the wedge problem.Many results in QFT are based on the Jost{Lehmann{Dyson representation. Thischaracterizes the envelope of holomorphy in case the cone C is the forward light coneand the coincidence domain has some special properties. Jost and Lehmann have solveda special case [JL57]. The general solution is due to Dyson [Dy58]. In this proof oneuses tempered distributions. But that the answer is general has �rst been shown by Bros,Messiah and Stora [BMS61]. For more details on the Jost{Lehmann{Dyson representationsee [Bch96] Sect. III.4.1.4.6 Theorem: (Jost. Lehmann, Dyson))De�ne h(u;m) to be the hyperboloidh(u;m) = fz 2 Cd; (z � u)2 = m2; u 2 IRd;m 2 IRg:Let G � IRd be a domain bounded by two spacelike hypersurfaces. The complement of theenvelope of holomorphy of the edge of the wedge problem forG [ T (V +) [ T (�V +)consists of the closure of the union of all real and complex points of the hyperboloids h(u;m)which do not intersect G.1.5) Some notations(i) If O is some open domain in the Minkowski space then O0 denotes the interior of thespacelike complement of O.(ii) A domain of special importance is the wedge. Such a domain can be characterized intwo ways:(�) First characterization: Let t; s be two perpendicular vectors in IRd. i.e. (t; s) = 0,such that t2 = 1 and t belongs to the forward light{cone and s2 = �1 is spacelike. In thissituation one de�nes W (t; s) := fa 2 IRd; j(a; t)j < �(a; s)g: (1:5:1)If, for instance, t is the time direction and s is the 1-direction then this becomes WR =fa; ja0j < a1g.(�) Second characterization: Every two-plane containing a timelike direction must cut theboundary of the forward light cone in two light rays. Let these light rays be described10



HJB|Apr./99by the two lightlike vectors `1; `2 belonging to the forwad light{cone. These vectors aredi�erent. Now de�ne:W (`1; `2) := f�1`1 � �2`2 + ~a;�1; �i > 0; (~a; `i) = 0; i = 1; 2g: (1:5:2)It is easy to see that the two de�nitions result in the same set of wedges. The two de�nitionscoincide if ft; sg and f`1; `2g span the same two-plane and if s = �1`1��2`2 with positivecoe�cients.The opposite wedge of a wedge W is the negative of W and it is usually denoted byW 0. It is obtained by replacing s by �s in the �rst description and by interchanging thetwo lightlike vectors in the second description.(iii) Given a wedge W there is exactly a one-parametric subgroup of the Lorentz boostswhich maps this wedge onto itself. In the above example of the zero{ and one{directionthe Lorentz transformations are the boosts in the (0,1)-plane. We will write these trans-formations (in case the wedge is the right wedge WR in the (0,1)-plane) as�(t) = 0B@ cosh2�t � sinh2�t 0 0� sinh2�t cosh2�t 0 00 0 1 00 0 0 11CA : (1:5:3)(iv) Let A be a C�{algebra and �1; �2 be two equally faithful representations. Theserepresentations are called quasi{equivalent if the isomorphism between �1(A) and �2(A)extends to an isomorphism of the associated von Neumann algebras�1(A)" �= �2(A)":Two representations �1 and �2 of a theory of local observables are called locally normal if�1(A(O)) and �2(A(O)) are quasi{equivalent for every bounded open region O.(v) Let M be a von Neumann algebra with cyclic and separating vector 
. The operatorS = J�1=2is anti{linear with square 1l (on the domain of de�nition). Since this operator plays animportant role in the Tomita{Takesaki theory it will be called the Tomita conjugation of(M;
).1.6) Things not treatedIt is clear that I am not able to handle all subjects of QFTLO which are not in thebook of Haag. There is the reason of space, and more important, there are others who aremore expert on that particular �eld than myself.(i) Low dimensional QFT's: 11



HJB|Apr./99If the dimension of the Minkowski space is two, then the set of points spacelike to theorigin is no longer connected. This has for the de�nition of statistics the consequence thatnot only the permutation{ but also the braid{group is of importance.It is well known that in the classical theory the solution of the free wave equation is thesum of two functions depending only on one light{cone coordinate. A similar phenomenonappears in two{dimensional conformal QFT's. This means there exist quantum �eldsdepending only on one of the light{cone coordinates. These are often called right{or left{movers. One can map the real line onto the circle and often one �nds that such theory hasan additional symmetry, namely the rigid rotation of the circle. Such theories are usuallycalled chiral �eld theories.The braid{group and the additional symmetry of chiral �eld theories opens a \wonder-land" of new possibilities. Whether or not it is possible to get some important inspirationfor the four{dimensional QFT from these theories will only be answered in the future.(ii) General relativistic quantum �elds:It is a dream that one day it will be possible to combine quantum �eld theory withgeneral relativity. As a �rst step it is probably reasonable to treat the QFT of test particles.These are theories where the quantum �elds are in
uenced by the gravitational �eld (whichis treated classically), but where the energy of the quantum �eld does not appear as a sourceof the gravitational �eld.The main problem of this theory is the replacement of the spectrum condition. Atthe moment it is not clear whether or not there exist states describing a �nite number ofparticles. At least in theories with a horizon the Hawking{Unruh e�ect [Haw75], [Unr76]seems to indicate that no such states exist in this situation. Therefore, the main streamof investigations focus on the aspect that the speed of particles should not be higher thanthat of light (de�ned by the gravitational �eld). These investigations use extensively thetheory of wavefront sets.(iii) Renormalization group:For a long time the renormalization group method has been used mainly in connectionwith perturbation theory. This theory is designed in order to understand the physics atvery low or very high energies. Not long ago D. Buchholz and R. Verch [BV95] wereable to transcribe the renormalization group technique to QFTLO. In this scheme thereare no serious obstructions, that means their method uses a sound mathematical basis.In examples they could show that the limiting theories can be di�erent from the originaltheory. In some cases there is even more than one limiting theory. In my opinion this isan important new aspect of QFT which deserves one's attention. D. Buchholz will give arepresentation of this theory in the same volume.An appendix to the references will be added containing a list of papers on the subjectsnot treated. This incomplete list shall be a help for a start for those interested in somemore details on one or more of these �elds. I am obliged to K.H. Rehren and R. Verch forpreparing these lists. 12



HJB|Apr./992. On von Neumann subalgebrasFrom the axioms of QFTLO there has been extracted a large number of beautifulresults. All of them are in accordance with our physical intuition. Examples are thecollision theory and the theory of superselection sectors described in the book of Haag[Ha92], or the properties of the spectrum of the translations presented in the lecture notesby Borchers [Bch96].However, up to now it is not clear how to distinguish the theories with di�erentdynamics from eachother. Since for two di�erent theories the local nets as a whole are notisomorphic to eachother, one should look (as a start) at the embedding of the algebra ofone region O1 into the algebra of a bigger region O2. What is known about this questionwill be collected in this section.2.1)Order by inclusion and order of modular operatorsLetN be a von Neumann subalgebra ofM acting on the Hilbert spaceH. Assume thatboth algebras have a common cyclic and separating vector 
. Then one has N
 � M
and hence the Tomita conjugation SM of M is an extension of the Tomita conjugationSN of N .Dropping the index M of the Tomita conjugation, the operator S has the followingproperties (see 1.3):(i) S is a densely de�ned closed anti{linear operator with domain of de�nition D(S) andM
 is a core for S.(ii) S2 = 1l on D(S).(iii) 
 2 D(S) and S
 = 
.Since S is closed it has a polar decomposition S = J�1=2. The modular operator �is invertible and J is a conjugation. Eq. (1.3.2) reads:J�J = ��1; J = J� = J�1:These properties follow from the condition S2 = 1l. (See e.g, Bratteli and Robinson [BR79]Prop.2.5.11.)Usually a Tomita conjugation will be a densely de�ned unbounded operator. The bestway of describing an unbounded operator X is by its graph. This is the set f[ ;X ] 2H�H; 2 D(X)g. If the operator is closed then the graph of X is a closed linear manifoldof H�H. Therefore, it can be characterized by the projection P (X) onto the graph. Theprojection P (X) can be written as a two by two matrix pi;k; i; k = 1; 2 of operators on Hful�lling p�i;k = pk;i; Xj pi;jpj;k = pi;k: (2:1:1)If the operator X is anti{linear then p1;2 and p2;1 are anti{linear also. The domain of X isgiven by D(X) = p1;1 + p1;2'; ;' 2 H and its range p2;1 + p2;2'. Therefore, one gets13



HJB|Apr./99p2;1 = Xp1;1 and p2;2 = Xp1;2. From these relations and from Eq. (2.1.1) one can easilyexpress pi;k in terms of X. Of interest is p1;1 which has the formp1;1 = (1 +X�X)�1: (2:1:2)If X1 is an extension of X then the graph of X is a subset of the graph of X1. Thisimplies in particular P (X1) � P (X). If E1 is the projection onto the �rst Hilbert spacethen we get E1P (X1)E1 � E1P (X)E1, and with Eq. (2.1.2)(1 +X�1X1)�1 � (1 +X�X)�1:The matrix representing the projection onto the graph has been introduced by M.H. Stone[St51]. It is often called the Stone{ or characteristic matrix of the operator. More detailscan be found in A.E. Nussbaum [Nu64].If the operator X is anti{linear, then one has to replace the second Hilbert spaceby the conjugate complex Hilbert space. In this case the operators p1;2 and p2;1 are anti{linear. With this change one can deal with the graph in the same manner as if the operatorwould be linear. If one feels uneasy with this procedure one can �x a conjugation K on Hand multiply the anti{linear operator X by K. Since KX is a linear operator the usualarguments can be applied. In the case N �M one obtains(1l + �N )�1 � (1l + �M)�1;or �N � �M: (2:1:3)This implies in particular that the domain of �1=2N is contained in the domain of �1=2M .Since the domain of �1=2N is the range of ��1=2N , the expression��1=2N �M��1=2Nis a densely de�ned bounded and hence a closable operator, and one getsclosure ��1=2N �M��1=2N � 1l: (2:1:4)As an application of this discussion we obtain:2.1.1 Theorem:Let Mi be an increasing family of von Neumann algebras, i.e. Mi �Mi+1. LetM = f[i Mig":Assume 
 is cyclic and separating for Mi and for M. Denote by (�i; Ji) and (�; J)the modular operators and modular conjugations of Mi and M respectively. Then �iconverges to � in the resolvent sense and Ji converges strongly to J .14



HJB|Apr./99A similar result holds for decreasing sequences. This result has �rst been obtained byD'Antoni, Doplicher, Fredenhagen and Longo [DDFL87].Proof: Mi �Mi+1 implies that Si+1 is an extension of Si. Hence the projections ontothe graphs are a monotonic family which converges strongly. Hence by Eq. (2.1.3) also(1 + �i)�1 is increasing and converges strongly. Therefore, by a slight variation of Thm.VIII.19 in [RSi72] the sequence �i converges in the strong resolvent sense. Let us denotethe limit by �. By repeating the argument with ��1, we see that ��1i converges to ��1also in the strong resolvent sense. Hence �iti converges strongly to �it for every t. (See[RSi72] Thm VIII.20.) In order to demonstrate, that � is the modular operator ofM, wehave to show that it ful�ls the KMS{condition. Let A;B 2 Mi �Mi+1, then one knowsfor j � i that (
; B�itj A!) has an analytic continuation into the strip S(�1; 0). Thesefunctions have continuous boundary values at =mt = �1 with values (
; A��itj B
). Sinceall these functions are bounded by the value at the boundary and since these converge,we obtain by Vitali's theorem that also the analytic functions converge. Hence � ful�lsthe KMS{condition for the dense subset [Mi. Since this subset is �{strong dense in Mwe obtain by Kaplansky's density theorem that � ful�ls the KMS{condition for all ofM. Hence � is the modular operator of M. (See e.g. [KR86] Lemma 9.1.17.) Sincethe projection onto the graphs converges we know that Si converges. Because also �1=2iconverges in the strong resolvent sense it follows that Ji converges strongly to J .2.2) The �rst fundamental relationThere are other aspects of the relation (2.1.4) which give some more informations.Since the result is needed several times, I quote it as in the report at the IAMP conferencein Paris [Bch95]Theorem A:Let M;N be two von Neumann algebras with the common cyclic and separating vector 
.Denote the modular operators and conjugations by �M; JM and �N ; JN , respectively. LetV 2 B(H) be a unitary operator with(i) V 
 = 
, and(ii) AdVN �M,then the function V (t) := ��itM V�itN has the properties:(a) V (t) is �{strong continuous in t 2 IR.(b) V (t) possesses an analytic extension into the strip S(0; 12) = ft 2 C; 0 < =mt < 12g asholomorphic function with values in the normed space B(H).(c) In this strip we have the estimate kV (� )k � 1 (2:2:1)(d) V (� ) has boundary values at =m� = 0 and at =m� = 12 in the �{strong topology.(e) On the upper boundary the value is given byV (t + i12) = JMV (t)JN ; (2:2:2)hence by (a) also this function is �{strong continuous in t.15



HJB|Apr./992.2.1 Remarks:(i) With N 0 � V �M0V one obtains V �(t) = V (�t)�:Notice that the function V (�z)� is again an analytic function holomorphic in S(� 12 ; 0) =ft 2 C;� 12 < =mt < 0g. Therefore, the last relation reads in the complexV �(z) = V (��z)�: (2:2:3)(ii) Inside the strip S(0; 12 ) the operator function V (t) is an analytic function with valuesin the normed space B(H):Proof : The continuity properties are shown by standard methods. The interestingparts are the analyticity properties. Let us identify for a moment VNV � wit P � M.Since A! A�; 0 � � � 1 is an operator monotone function on positive operators (see e.g.G.K. Pedersen [Ped79] Prop. 1.5.8.) we obtain from Eq. (2.1.3)��P � ��M; 0 � � � 1and hence closure f���P �2�M���P g � 1l; 0 � � � 12 :This implies kclosure ��M���P k � 1; 0 � � � 12or kclosure ��i(t+i�)M V�i(t+i�)N V �k � 1; 0 � � � 12 :Since V is unitary we obtain (2.2.1).Next choose A0 2 N 0 then we get by Eq. (1.3.3')��i(t+ i2 )M V�i(t+ i2 )N A0
 = ��i(t+ i2 )M V�itNJNA0�
= ��i(t+ i2 )M V �tN (jN (A0�))V �
:These equations make sense, since V �tN (jN (A0�))V � belongs to P and hence to M, andtherefore we get = ��itM JMV �tN (jN (A0))V �
 = JM��itM V�itNJNA0
:Since N 0
 is dense in H we obtain (2.2.2).It remains to show the analyticity. Because of Eq. (2.2.1) it is su�cient to show theanalyticity for a dense set of matrix elements. If A 2 M and f(t) 2 L1 then one can de�ne�f (A) := Z f(t)�t(A)dt:16



HJB|Apr./99If f(t) has an entire analytic extension the �t(�f (A)) is an entire analytic operator val-ued function. It is easy to show that the set of entire analytic �f (A); A 2 M is astrongly dense subset of M. Choose entire analytic �fM(A) 2 M and �gN (B) 2 N then(
; �fM(A)V (z)�gN (B)
) is entire analytic. Therefore, by the density of analytic elementsV (z) is analytic in the strip where it is bounded.This proof has used ideas of M. Florig [Flo98]. There is a di�erent proof which startsdirectly from Eqs. (1.3.3) and (1.3.3'). It can be found in [Bch95].2.3) Characteristic functions and von Neumann subalgebrasIn the special case V = 1l one uses the following notations:2.3.1 De�nition:Assume N is a von Neumann subalgebra of M and 
 is cyclic and separating for bothalgebras. We set DM;N (t) = ��itM �itN : (2:3:1)The function DM;N (t) satis�es the following relations:2.3.2 Lemma:For the function D(t) := DM;N (t) de�ned in Eq. (2:3:1) the following holds:(1) D(t) is unitary and strongly continuous in t. Moreover D(0) = 1l.(2) D(t)
 = 
, for all t 2 IR.(3) D(t) has a bounded analytic continuation into the strip S(0; 12 ) and has strongly con-tinuous boundary values at =mt = 0 and =mt = 12 .(4) D(t + i2 ) is unitary and strongly continuous in t.(5) D(t) ful�ls the following cocycle relation:D(s + t) = ��tM(D(s))D(t): (2:3:2)(6) For complex values of the arguments one �ndsD(t + i2)�JMD(t) = D(t)�JMD(t + i2)is independent of t.(7) Ad fD(t)D( i2 )�gM �M holds for all t 2 IR.Proof : (1) and (2) follow immediately from the de�nition of D(t). The statements(3) and (4) are nothing else than Thm. A. (5) From the de�nition of D(t) we obtain��tM(D(s))D(t) = ��itM ��isM �isN�itM��itM�itN = ��i(s+t)M �i(s+t)N = D(s + t).(6) From Thm. A we know D(t + i2) = JMD(t)JN : (2:3:3)17



HJB|Apr./99This implies D(t + i2)�JMD(t) = JND(t)�JMJMD(t) = JN ;and D(t)�JMD(t + i2) = D(t)�JMJMD(t)JN = JN :This shows (6). To prove (7) we use Eqs. (2.3.1) and (2.3.3) and getAd fD(t)D( i2 )�gM = Ad f��itM�itNJNJMgM:Because of N � M we know Ad JMM = M0 � N 0. Hence Ad fJNJMgM � N whichimplies Ad f�itNJNJMgM � N . Since N �M statement (7) is proved.Notice that the properties of D(t) described in Lemma 2.3.2 do not contain anyreference to the algebra N . Therefore, we introduce the following notation:2.3.3 De�nition:Let M be a von Neumann algebra acting on H with a cyclic and separating vector 
.1: By Sub(M) we denote the set of von Neumann subalgebras N of M which have 
 ascyclic vector.2: An operator{valued function D(t) which ful�ls the properties (1){(7) of Lemma 2.3.2will be called a characteristic function of M.3: The set of characteristic functions belonging to M will be denoted by Char(M).2.3.4 Theorem:Let M be a von Neumann algebra with a cyclic and separating vector 
. Then to everycharacteristic function D(t) of M exists a von Neumann subalgebra N 2 Sub(M) suchthat D(t) = ��itM�itN . The correspondenceSub(M)() Char(M)is one to one.The proof of this theorem will be split into several steps. We start with2.3.5 Lemma:De�ne U(t) = �itMD(t) and K = JMD( i2 ); (2:3:4)then there holds:(1) U(t) is a strongly continuous unitary group.(2) K is a conjugation i.e. K = K� = K�1.(3) K commutes with U(t), which implies that one can write U(t) = �it with an invertibleoperator �. 18



HJB|Apr./99(4) The function D(t) can be reconstructed if we know U(t) and K.D(t) = ��itM U(t); D(t + i2) = JMD(t)K: (2:3:5)Proof : Since D(t) and �itM are both unitary and strongly continuous it follows, thatU(t) is unitary and weakly continuous. The unitarity implies that U(t) is strongly con-tinuous. From the cocycle relation (2.3.2) it follows that U(t) is a unitary group. Therelation K = K� is a consequence of property Lemma 2.3.2 (6). Using this again we �ndKK = D( i2 )�JMJMD( i2 ) = 1l. For proving (3) we reformulate the cocycle relation (2.3.2).It reads ��itM D(s)�itM = D(t + s)D(t)� . If we replace t by �t and s by t we get�itMD(t)��itM = D(�t)�: (2:3:6)By analytic continuation of the last but one equation in s we �nd ��itMD( i2 )�itM =D(t + i2 )D(t)�. Using this equation and Lemma 2.3.2 (6) we obtain:KU(t) = JMD( i2 )�itMD(t) = JM�itMD(t + i2)D(t)�D(t)= �itMD(t)D(t)�JMD(t + i2) = �itMD(t)JMD( i2 ) = U(t)K:Finally the �rst relation of Eq. (2.3.5) follows from the de�nition of U(t). The secondrelation will be derived by using the independence property of condition (6) of Lemma2.3.2 D(t + i2) = JMD(t)D(t)�JMD(t + i2) = JMD(t)JMD( i2 ) = JMD(t)K:This shows the lemma.Next we want to construct the von Neumann algebra N or better the algebra N 0which we de�ne N 0 = _t2IRAdU(t)M0: (2:3:7)This algebra is invariant under AdU(t). Now we show that 
 is separating for N 0. Forthis and the following calculation we set AdU(t) = �t.2.3.6 Lemma:The algebra KJMMJMK commutes with �t(M0) and hence with N 0. Since KJM isunitary and maps 
 onto itself it follows that 
 is cyclic for N .Proof : Let A 2 M and B 2 M0. By using Eqs. (2.3.4) and (2.3.6) we obtain:U(t)BU(t)�KJMAJMK = �itMD(t)BD(t)���itMD( i2 )�JMJMAJMJMD( i2 )= D(�t)��itMB��itMD(�t)D( i2 )�AD( i2 )D(�t)�D(�t):19



HJB|Apr./99Property (7) of Lemma 2.3.2 and Eq. (2.3.6) leads to= D(�t)�D(�t)D( i2 )�AD( i2 )D(�t)��itMB��itM D(�t)= D( i2 )�JMJMAJMJMD( i2 )�itMD(t)BD(t)���itM= KJMAJMKU(t)BU(�t):This shows the lemma.From the invariance of N 0 and the last lemma we notice for later use[�t1(A01);K�t2 (A02)K] = 0; A01; A02 2 M0; t1; t2 2 IR: (2:3:8)This follows from [K;�it] = 0 and M0 = JMMJM. Next we want to show that U(t) isthe modular group of N . We start with the observation2.3.7 Lemma:With U(t) = �it we obtain for A0 2 M0��12 �t(A0)
 = K�t(A0�)
:Proof : Using Eq. (2.3.4) we get �itA0
 = �itMD(t)A0
 =D(�t)��itMA0
. This expression has an analytic continuation into the strip S(0; 12 ) andwe obtain with the adjoints of Eqs. (2.3.4) and (2.3.5)�it�1=2A0
 = D(�t + i2)��it�1=2M A0
 = KD(�t)�JM�itMJMA0�
= KD(�t)��itMA0�
 = K�itMD(t)A0�
 = KU(t)A0�
;and the lemma is proved.Next we want to extend Lemma 2.3.7 to all ofN 0. To this end we recall that �s(�f (A0))is entire analytic in s provided f(t) 2 L1(IR) is entire analytic in t.2.3.8 Lemma:Let C 0 2 N 0 then we get �it� 12C 0
 = K�itC 0�
:Proof : Choose Ai 2 M0 and fi 2 L1(IR) entire analytic, i = 1; :::; n. Then�it�f1 (A1):::�fn(An)
 = �t��f1(A1)�:::�t��fn(An)�
20



HJB|Apr./99can be analytically continued and we obtain with Lemma 2.3.7 and Eq. (2.3.8):�it� 12 �f1(A1):::�fn (An)
 = �t+ i2 ��f1 (A1):::�fn (An)�
= �t+ i2 ��f1 (A1)�:::�t+ i2 ��fn�1(An�1)��t+ i2 ��fn (An)�
= �t+ i2 ��f1 (A1)�:::�t+ i2 ��fn�1(An�1)�K�t��fn(A�n)�K
= K�t��fn(A�n)�K�t+ i2 ��f1 (A1)�:::�t+ i2 ��fn�1 (An�1)�
:Repeating this manipulation we �nd= K�t��fn(A�n):::�f1(A�1)�
:Since the set f�f1 (A1):::�fn(An); n 2 IN; f 2 L1(IR) entire analyticg is weakly dense inN 0 and the �{operation is weakly continuous the lemma is proved.Proof of the theorem: In order that U(t) is the modular group of N we have to showthat U(�t) ful�ls the KMS{condition for N 0. Let C 01; C 02 2 N 0 then by Lemma 2.3.8(
; C 01U(t)C 02
) has an analytic continuation into the strip S(0; 12 ) and we obtain(
; C 01�i(t+ i2 )C 02
) = (C 0�1
;K�t(C 0�2)
) = (�t(C 0�2)
;KC 0�1
) =(
; C 02��itKC 0�1
) = (
; C 02��it� 12C 01
):The last expression can again be analytically continued into S(0; 12 ) and we obtain at theupper boundary (
; C 02��itC 01
). This shows the KMS{condition. It remains to showthe uniqueness of the mapping. If D1(t) and D2(t) are di�erent then follows from theconstruction used above that the algebras are di�erent. Conversely assume N1;N2 2Sub(M) and D1(t) and D2(t) coincide. Then �it1 and �it2 coincide and also J1 and J2coincide by Eq. (2.3.4). This implies that N1 \ N2 is invariant under �it1 = �it2 . SinceJ1M0J1 is contained in the intersection it follows that 
 is cyclic for N1 \ N2. HenceN1 and also N2 coincide with N1 \ N2. (See [KR86] Thm. 9.2.36.) Hence the mapSub(M), Char(M) is one to one.The content of this subsection is taken from [Bch98c].2.4) The second fundamental relationThere is a second fundamental relation wich has to be used several times also. Aspecial case appeared �rst in [Bch92]. The present formulation is taken from [Bch95] andthis proof is due to M. Florig [Flo98]. It uses only functions of one variable and not of twovariables as in the original demonstration.Theorem B:Let M;N be two von Neumann algebras with the common cyclic and separating vector 
.Let W (s) 2 B(H) be an operator family ful�lling the following requirements with respect to21



HJB|Apr./99the triple (M;N ;
).(i) For s 2 IR the operators W (s) are unitary and strongly continuous and ful�l the equa-tion W (s)
 = 
.(ii) The function W (s) possesses an analytic continuation into the strip S(0; 12 ) withstrongly continuous boundary values.(iii) The operators W ( i2 + t) are again unitary.(iv) The function W (�) is bounded, hence kW (�)k � 1.(v) For t 2 IR one has W (t)NW (t)� �M and W ( i2 + t)N 0W ( i2 + t)� �M0.In this situation the modular operator and the transformations W (s) ful�l the followingtransformation rules: �itMW (s)��itN =W (s � t);JMW (s)JN =W ( i2 + s):2.4.1 Remark:In some applications one has to face the situation that W (t+ i2 ) has eventually a discon-tinuity at one point, but all other properties remain valid. Such singularity is harmless.The reason is as follows: The proof of Theorem B is based on the continuation across aline, applied to matrix elements of the operator valued function(t; s) 7! �itMW (s + t)��itN : (2:4:1)These matrix elements have bounded analytic continuations, which are continuous at theboundary of their domain with the possible exception of one point with =mt = i=2. By thedominated convergence theorem and the boundedness of (2.4.1), this piece-wise continuityis su�cient to ensure coincidence of boundary values in the sense of distributions. Theedge-of-the-wedge theorem, Thm.1.4.1, then implies analyticity in the coincidence region,so continuity in the exceptional point holds a fortiori.Proof : Choose A 2 N and B 2 M0 and de�ne for �xed s the two functions of thevariable t: F+(t) = (
; B�itMW (s+ t)��itN A
);F�(t) = (
; A�itNW �(s+ t)��itM B
):Since B 2 M0 and A 2 N and since W (t) has a bounded analytic extension into the stripS(0; 12 ), also the two functions have bounded extensions, F+(t) into the strip S(0; 12) andF�(t) into the strip S(� 12 ; 0). Next we compute the values of F� at the other boundary:F+(t+ i2) = (�� 12M B�
;�itMW (s + t+ i2)��itN � 12NA
)= (
; ��tM(jM(B�))W (s + t+ i2)��tN (jN (A�))W (s + t+ i2)�
);and F�(t� i2 ) = (� 12NA�
;�itNW (s + t+ i2)���itM�� 12M B
)= (
;W (s + t+ i2)��tN (jN (A�))W (s + t+ i2)���tM(jM(B�))
):22



HJB|Apr./99By the assumption about the mapping property ofW (s+ t) and of W (s+ t+ i2 ) we obtain:F+(t) = F�(t); and F+(t + i2) = F�(t� i2 ):By these coincidences we obtain a periodic entire analytic function. Since this function isbounded by maxfkB�
kkA
k; kA�
kkB
kg it is constant. This implies(
; B�itMW (s + t)��itN A
) = (
; BW (s)A
):Since 
 is cyclic for N and forM0 follows the �rst statement of the theorem. The secondstatement is the same as Eq. (2.2.2).2.5)Half{sided translationsFrom the general theory of von Neumann subalgebras described in subsection 2.3 weturn to special cases. We start with half{sided translations.2.5.1 De�nition:Let M be a von Neumann algebra acting on H with cyclic and separating vector 
 2 H.1: Hstr(M)+ denotes the set of one{parametric continuous unitary groups U(t); t 2 IRwith the properties:�: U(t) has a positive generator, i.e. we can writeU(t) = expfiHtg; with H � 0:�: U(t)
 = 
 8 t 2 IR:
: AdU(t)M �M for all t � 0.We call the groups belonging to Hstr(M)+ +half{sided translations associated with M.2: Hstr(M)� denotes the set of one{parametric continuous unitary groups U(t); t 2 IRwith 
 replaced by
0: AdU(t)M �M for all t � 0.We call the groups belonging to Hstr(M)� �half{sided translations associated withM.In the de�nition of the +half{sided translations it is not possible to replace IR+ by IRbecause AdU(t)M �M 8 timplies together with the positivity of the spectrum and the invariance of the vacuumU(t) = 1l for all t 2 IR.An example where half{sided translations appear, is the algebra of the wedgeM(W ).If W = W (`1; `2), then the translations along the direction `1 ful�l the assumptions of+half{sided translations and those along the `2 direction the assumptions of �half{sidedtranslations. 23



HJB|Apr./992.5.2 Theorem:Let M be a von Neumann algebra with cyclic and separating vector 
 and let U(t) 2Hstr(M)+. Then holds: �itU(s)��it = U(e��ts);JU(s)J = U(�s):This theorem appeared �rst in [Bch92]. The following proof is based on Thm.B.Proof : If U(a) ful�ls the assumptions of the theorem then it has an analytic con-tinuation into the upper half plane. By assumption U(a) maps M into itself for positivearguments and hence U(a) mapsM0 into itself for negative arguments. Therefore, we canapply Thm.B to the family W (s) = U(e2�s) and obtain together with the analyticity ofU(a) Ad�itU(e2�s) = U(e2�(s�t));Ad�itU(a) = U(e�2�ta);Ad JU(a) = U(�a):This shows the theorem.2.5.3 Remarks:(i) If If U(t) 2 Hstr(M)� then one obtains the relations�itU(s)��it = U(e2�ts);JU(s)J = U(�s):(ii) For a wedge W (`1; `2) the two lightlike directions span the characteristic two{plane ofthe wedge. If x is in this plane then one �nds the transformation formula�itU(x)��it = U(�(t)x)where �(t) are the Lorentz boosts of the wedge described in Eq. (1.5.3).(iii) Let U(t) 2 Hstr(M)+ and de�ne N = �i1M��i1 then one �nds by the last theorem�itN��it � N for t � 0:2.6)Half{sided modular inclusionsThe last point of Remark 2.5.3 led H.W. Wiesbrock [Wie93], [Wie97] to introduce theconcept of half{sided modular inclusions.2.6.1 De�nition:Let M be a von Neumann algebra acting on H with cyclic and separating vector 
 2 H.The modular operator and conjugation of this pair will be denoted by � and J .24



HJB|Apr./991: By Hsmi(M)� we denote the set of von Neumann subalgebras N of M with theproperties:�: 
 is cyclic for N . It is also separating for N since N �M.�: �itN��it =: Ad�itN � N for t � 0.The elements of Hsmi(M)� will be called the von Neumann algebras ful�lling the condi-tion of �half{sided modular inclusion.2: By Hsmi(M)+ we denote the set of von Neumann subalgebras N ofM with the prop-erties:�: 
 is cyclic for N . It is also separating for N since N �M.�: �itN��it =: Ad�itN � N for t � 0.The elements of Hsmi(M)+ will be called the von Neumann algebras ful�lling the condi-tion of +half{sided modular inclusion.It should be remarked, that one cannot replace IR� by IR becauseAd�itN � N 8 timplies N = M. The principle of half{sided modular inclusion is closely related to thehalf{sided translations by the following result:2.6.2 Theorem:Let N 2 Hsmi(M)�. Then there exists a group U(t) 2 Hstr(M)+ such that the equationN = AdU(1)Mholds.Thm. 2.6.2 is in some sense the converse of Thm. 2.5.2. In some cases where one cancompute the modular group one can �nd subalgebras ful�lling the conditions of half{sidedmodular inclusion. In these cases the corresponding half{sided translations are known onlyif they are geometric groups. But this is not always the case.Proof : Assume the theorem to be true and assume N = U(1)MU(�1) then onehas ��itM �itN = ��itM U(1)�itMU(�1) = U(e2�t � 1). Therefore, one has to show that theproduct ��itM �itN =: D(t) commutes for di�erent values of the arguments. For this oneuses Thm.B again. In the situation N � M one can apply Thm.A with V = 1l and will�nd that D(t) has an analytic continuation into the strip S(0; 12 ). On both boundaries theexpression is unitary. By assumption of the modular inclusion one obtains:D(t)ND(t)� � N ; for t � 0;D(t)N 0D(t)� � N 0; for t � 0;D( i2 + t)N 0D( i2 + t)� � N 0; for t 2 IR:The last statements follow from D( i2 + t) = JMD(t)JN . JN maps N 0 onto N , D(t) mapsthis intoM and �nally JM maps this intoM0 � N 0. Consequently one can apply Thm.Bto the expression W (s) = D( 12� log(e2�s + 1));25



HJB|Apr./99which leads to the relation�itND( 12� log(e2�s + 1))��itN = D( 12� log(e2�(s�t) + 1)):Multiplying this equation from the left with ��itM and from the right with �itN then we getwith e2�x = e2�s + 1��itM �itN��ixM �ixN = D( 12� log(e2�(s�t) + 1) + t)) = D( 12� log(e2�s + e2�t))= D( 12� log(e2�x + e2�t � 1)):Since this expression is symmetric in x and t we obtain the commutativity of the operatorfamily D(t). If we set U(e2�t � 1) = D(t) then the above equation readsU(e2�t � 1)U(e2�x � 1) = U(e2�x + e2�t � 2):This shows that U(a) is additive for positive arguments and by analytic continuation itfollows that it is an additive unitary group with positive generator. It remains to showthat N is of the form U(1)MU(�1). To this end we introduce:2.6.3 De�nition:Let N be a �modular inclusion then we setN (e�2�t) = �itMN��itM ;N (�e�2�t) = f�itMJMNJM��itM g0:N (0) = f[t N (e�2�t)g00:Next we will show that this is a good de�nition.2.6.4 Lemma:The von Neumann algebras N (t), de�ned above, ful�l the following relations:t1 < t2 implies N (t1) � N (t2);N (0) =M;t < 0 implies N (t) �M;t > 0 implies N (t) �M:Proof : Because of modular inclusion we have N (t) � N (1) for t > 1. Since unitarytransformations preserve order we obtain the �rst statement for positive arguments. More-over, N �M impliesN (t) �M for positive t. For negative t we obtain the correspondingstatements by the properties of JM. Finally, the algebra N (0) is a subalgebra ofM which26



HJB|Apr./99is invariant under the modular group of M, has 
 as cyclic vector and hence coincideswithM. (See [KR86] Thm. 9.2.36.)Proof of the theorem, continuation: From the observation that U(a) is a continuousgroup it follows that the family N (t) is also continuous at zero. Hence we obtainM = U(�1)NU(1):This shows the theorem.We end this subsection with some uniqueness result which is taken from [Bch93].2.6.5 Theorem:Let Ma and Na; a 2 IR be two families of von Neumann algebras on the Hilbert spacesHm;Hn with the cyclic and separating vector 
m;
n, respectively. Assume there are con-tinuous unitary one{parametric groups UM(a); UN (a) both ful�l spectrum condition andleave 
m;
n unchanged and assumeMa = UM(a)M0UM(�a); Na = UN (a)N0UN (�a):Let moreover Ma �Mb; Na � Nb for a > b:If there exists a unitary map W with WHn = Hm and W
n = 
m and in additionM0 =WN0W �; and M1 =WN1W �;then follows Ma =WNaW � 8 a 2 IR;UM(a) =WUN (a)W �:The same is true if we require that M0 and M1 as well as N0 and N1 both ful�l modularinclusion for negative arguments of the modular groups.Proof : The relationM1 = AdUM(1)M0 implies �itM1 = AdUM(1)�itM0 . From thisone �nds with help of Thm. 2.5.2 the relation��itM0�itM1 = UM(e2�t � 1); t 2 IR:By similar arguments one gets��itN0�itN1 = UN (e2�t � 1); t 2 IR:The assumption AdWNi = Mi; i = 0; 1 implies AdW�itNi = �itMi ; i = 0; 1 and hencewe �nd AdWUN (e2�t � 1) = UM(e2�t � 1); t 2 IR. Since both groups ful�l the spectrumcondition we obtain by analytic continuation AdWUN (a) = UM(a); a 2 IR. This impliesthe statement of the theorem. 27



HJB|Apr./992.7) Remarks, additions and problems(I) For the de�nition of half{sided translations one has used that the group U(s) maps thecyclic and separating vector onto itself and that U(s) has a positive generator. From thisone concluded Thm. 2.5.2. The arguments can be reversed and one �nds2.7.1 Theorem:Let U(s) be a continuous unitary group ful�lling U(s)MU(�s) �M for s � 0. Then anytwo of the three conditions imply the thirda. U(s) = eiHs with H � 0.b. U(s)
 = 
 for all s 2 IR.c. Ad�it(U(s)) = U(e�2�ts),JU(s)J = U(�s).The implication b + c �! a has been shown by H.W. Wiesbrock [Wie92] anda+ c �! b can be found in [Bch98a].2.7.2 Remark: The conditions a., b., and c. of Thm. 2.7.1 do not imply the relationAdU(s)M � M for s � 0. This is due to the fact that the modular group �it does notdetermine the algebraM. But if we know AdU(s0)M�M for one s0 6= 0 then one �ndss0 > 0 and AdU(s)M �M for all s > 0. The �rst line of c. implies the inclusion for ahalf{line, and the conditions a. and b. imply, together with the proof of Thm. 2.5.2, thatthis is the positive half{line.(II) LetM be a von Neumann algebra with cyclic and separating vector 
. Assume thereexists a unitary group U+(x+) 2 Hstr(M)+ and a unitary group U�(x�) 2 Hstr(M)� . Ifthese groups commute, then one can construct a two{dimensional theory, which eventuallydoes not ful�l the weak additivity property.We set:(�) U(x) = U+(x+)U�(x�) where x 2 IR2 and x+; x� are the light{cone coordinates.This U(x) ful�ls the spectrum condition since U+ and U� are half{sided translations.(�) M(WR) =M and M(WL) =M0. The algebras of the shifted wedges are de�ned bythe translationsM(WR + x) = AdU(x)M(WR) andM(WL + x) = AdU(x)M(WL).(
) Notice that in the two{dimensional Minkowski space a double cone is the intersectionof a shifted right{wedge with a shifted left{wedge. For a � b 2 WR we put Db;a =(WR + b) \ (WL + a) andM(Db;a) =M(WR + b) \M(WL + a):It is easy to check that this de�nes a Poincar�e covariant net on the two{dimensionalMinkowski space. We only do not know whether or not 
 is cyclic forM(Db;a).2.7.3 Problem: Can one characterize those algebras M which ful�l the assumptiondescribed under (II) and for which 
 is also cyclic forM(Db;a)?(III) The space Char(M) can easily be furnished with a topology.28



HJB|Apr./992.7.4 De�nition:Let M be a von Neumann algebra with a cyclic and separating vector 
. We introduceon Char(M) the topology � of simultanious �{strong convergence of D�(t) and D�(t+ i2 ),and this uniformly on every compact K of the real line. The neighbourhoods of an elementD(t) are given byU( 1;:::;  n;K;D(t)) = fD0(t) 2 Char(M); k(D(t) �D0(t)) ik+k(D(t)� �D0(t)�) k+ k(D(t + i2) �D0(t+ i2)) k+k(D(t + i2)� �D0(t+ i2)�) k � 1; i = 1; :::; n; t 2 Kg:With this topology one obtains:2.7.5 Theorem:The space Char(M) is � complete.For details see [Bch98c].(IV) Using the modular automorphisms ofM one sees that Sub(M) contains a continuousfamily of di�erent elements if it contains a non-trivial element. With help of the Longoendomorphism one can construct a decreasing family (by inclusion) of elements. (ForN 2 Sub(M) the Longo endomorphism applied to N is Ad (JNJM)N .)If N 2 Sub(M), then there is a natural injection of Sub(N ) into Sub(M). Hence ifSub(M) is non{trivial it must have a rich structure.2.7.6 Problems: (�) Since �nite algebras have a trace it follows that the set Sub(M)consists of only one point, namely M itself. That this is not the case for local algebras�rst has been shown by Kadison [Ka63] and by Guenin and Misra [GM63]. If the vonNeumann algebra is in�nite, does then Sub(M) contain non{trivial points?(�) The de�nition of Sub(M) (Def. 2.3.3) depends on the cyclic and separating vector
. If 
 and 	 are two di�erent cyclic and separating vectors of M, does this imply thatChar
(M) and Char	(M) are homeomorphic?(V) 2.7.7 Problem: If the algebraN 2 Sub(M) is connected with a half{sided translation(or a half{sided inclusion) then the characteristic function D(t) is abelian. Assume D(t)is abelian, do then exist two commuting half{sided translations U1 2 Hstr(M)+; U1 2Hstr(M)� , such that N = Ad (U1(1)U2(�1))M holds? (One of the factors could betrivial.)3. On local modular action, examplesSince the modular group of the pair (M(O);
) is de�ned but not very concrete,one would like to have examples where this group can be computed explicitely. Theseare those where the modular group of the algebra, associated with some domain in theMinkowski space, de�nes a geometric transformation. We start with the result of Bisognano29



HJB|Apr./99and Wichmann [BW75], [BW76] at which we look in some detail. Afterwards the otherexamples known up to now will be discussed. Since it promotes the feeling for the modulargroups, if they act local, it is interesting to look for other possibilities. As the result ofTrebels [Tre97] shows there are no other cases in the vacuum sector.3.1) The result of Bisognano and Wichmann for the wedgedomainThe �rst explicite determination of a modular group is due to Bisognano and Wich-mann. They assumed that the local algebras are generated by Wightman �elds, and thatthe Lorentz transformations act on the indices of the �elds by �nite dimensional represen-tations of the Lorentz group, i.e.U(�)Ai(x)U�(�) =Xj Dji (�)Aj (�x);where Dji (�) is the direct sum of �nite dimensional representations. In this situation thetheory is also PCT invariant (Jost [Jo57]). Here the case of only one scalar �eld will betreated. For the general case see [BW76]. All our calculations use the IR4.3.1.1 Remark:(1) Let �(t) as in Eq. (1.5.3) and let the forward tube T+ be de�ned byT+ = fz;=mz 2 V +gThen we have:For x 2WR one has �(t)x 2 T+ in the range � 12 < =mt < 0, andif x 2WL, one has �(t)x 2 T� for 0 < =mt < 12 .For =mt = 0, or � 12 , the vector �(t)x belongs again to IR4.(2) Let A(x) be the �eld operator, thenU(iy)A(x)
 = A(x + iy)
is de�ned for y 2 V +.(3) Let x = (x0; x1; x2; x3) 2WR then�(� i2 )(x0; x1; x2; x3) = (�x0;�x1; x2; x3);and hence U(�(� i2 ))A(x)
 = A(�x0;�x1; x2; x3)
:(4) On the other hand the PCT{operator � gives�A(x)
 = A(�x):30



HJB|Apr./99This suggests for the modular conjugation the representationJ = �U(�; e1) = U(�; e1)�;where U(�; e1) represents the rotation around the x1{axis and � is the angle of rotation.(5) If U(�(� i2 )) is the square root of the modular operator of the wedge{algebra then thisleads for any testfunction to the relationJU(�(+i�))A(f)
 = A(f )
:To show that all the remarks are true we need some notations from the theory of thetensor{algebra.3.1.2 Notations:1) S denotes the tensor{algebra generated by S(IR4).a) f 2 S is a terminating sequencef = ff0; f1(x); f2(x1; x2); :::; fn(x1; :::; xn):::g;where f0 2 C; fi 2 S(IR4i).b) Addition is de�ned component{wise.c) The product is as usual in tensor products, i.e.(f :g)j = Xi+h=j figh;where (fi:gh)(x1; :::; xi+h) = fi(x1; :::; xi)gh(xi+1; :::; xi+h):d) The conjugation is de�ned byf�i (x1; :::; xi) = fi(xi; :::; x1):2) For f 2 S we setA(f ) =Xi Z A(x1):::A(xi)f(x1; :::xi)d4x1:::d4xi;and A(f )� = A(f �):As domain of de�nition for the �eld operators we chooseD = fA(f )
; f 2 Sg:3) If G is a domain, then we denote by P(G) the algebra generated by elements A(f),where f has its support in G. 31



HJB|Apr./994) We call a point y right of x, if y 2 x+WR. If G1; G2 are two domains, then we say G1is right of G2 if this is true for all pairs of points in G1 and G2.3.1.3 Lemma:Assume Gi � WR; i = 1:::n are open sets such that Gi+1 is right of Gi, then the vector-valued distribution, de�ned on G1 �G2 � :::�GnA(�(t)x1)A(�(t)x2):::A(�(t)xn)
;has an analytic continuation in t into the strip S(� 12 ; 0). Moreover, the boundary valuesexist for =mt! 0 and =mt! � 12 and it holdslim�!� 12 A(�(t + i� )x1):::A(�(t + i� )xn)
 = A(�(t)xj1):::A(�(t)xjn)
with xj = (�x0;�x1; x2; x3).Proof : The spectrum condition implies thatA(x1 + iy1)A(x2 + iy2):::A(xn + iyn)
 (3:1:1)has an analytic continuation into the domainy1 2 V +; y2 � y1 2 V +; :::; yi � yi�1 2 V +:This implies the �rst statement by the choice of the Gi and Remark 3.1.1.(2). Since thevectorvalued function Eq. (3.1.1) converges if the imaginary parts converge to zero weobtain the second statement by Remark 3.1.1.(1) and (3).From this we obtain:3.1.4 Corollary:Let G1; :::; Gn as in Lemma 3:1:3 andsupport f � G1 �G2 � :::�Gn;then one has1) A(f )
 2 D(U(�(t � i=2)) and it holds2) U(�(�i=2))A(f )
 = JA(f )�
:Here J denotes the operator introduced in Remark 3:1:1:(4).Proof : Since the product{functions generate D(G1 � :::�Gn), it is su�cient to showthe corollary for such functions. With f j = f(xj ) we obtain from the lemma and thede�nition of JU(�(i=2))A(f1):::A(fn)
 = A(f j1 ):::A(f jn)
=JA(f1):::A(fn)
 = JA(fn):::A(f1)
 = JfA(f1):::A(fn)g�
:32



HJB|Apr./99The �rst statement has been schown in the last lemma.One remark: Since U(�(t)) is a one{parametric group we obtain by Stone's represen-tation U(�(t)) = eiKt, and hence U(�(�i 12 )) = eK 12 . K and eK 12 are selfadjoint operators.Next we formulate the main result of Bisognano und Wichmann.3.1.5 Theorem:Let A(x) be a scalar quantum �eld. Set � = U(�(�i=2)) and J = �U(�; e1), as introducedin 3:1:1:(4). Then holds:(a) JP(WR)J = P(WL);(b) �itP(WR;L)��it = P(WR;L); t 2 IR;(c) J� 12X
 = X�
 8 X 2 P(WR)J��12Y 
 = Y �
 8 Y 2 P(WL)(d) P(WR)
 is a core for � 12 .Statement (a) is Jost's PCT-theorem. Statement (b) is nothing else but the Lorentzcovariance of the theory. We have added (d) because this is an important aspect of theTomita-Takesaki theory. For proving (c) we need some preparation.3.1.6 Lemma:Let us denote by Q the set of operators A(f ) where the f 's have the following properties:(a) To f exists a sequence of domains Gi; i = 1; :::; n such that Gi 2WR and Gi+1 is rightof Gi.(b) f is a product{function with support of f � G1 � :::�Gn.Suppose, Q
 is a core for U(�(�i 12 )), then for every X 2 P(WR) there holdsJU(�(�i 12))X
 = X�
:Proof : Assume Q 2 Q and X 2 P(WR), then by Corollary 3.1.4 and by part (a) ofThm. 3.1.5 we obtain with (U(�i 12) = U(�(�i 12)):(X
; U(�i 12 )Q
) = (X
JQ�
) = (X
JQ�J
) =(JQ
;X�
) = (JX�
; Q
):Since by assumption Q
 is a core for U(�i 12) and since this is a selfadjoint operator itfollows for X
 2 D(U(�i 12 )) and U(�i 12 )X
 = JX�
:This is equivalent to statement (c) of the theorem.Since Q is a subset of P it remains to show that Q
 is a core for U(�i 12 ).33



HJB|Apr./993.1.7 Lemma:Q
 is a core for U(�i 12 ).Proof : First we show that Q
 is dense in H. Suppose this is not true then existsa vector  2 H such that  ? Q
. Let Qn be the set of polynomials of degree n, then( ;Q
) = 0 implies that the distribution ( ;A(x1):::A(xn)
) vanishes. For x1; :::; xn 2G1 � ::: � Gn the above expression is zero and hence by analytic continuation this holdsfor all x1; :::; xn. Since this holds for all n we get Q
 is dense in H.We know in addition that Q
 is invariant under the Lorentz boosts U(�(t)). There-fore, by Nelsons theorem Q
 is a core for the generator of the Lorentz boosts K. Fromthis one concludes that it is also a core for e 12K . This completes the proof of the theorem.3.1.8 De�nition:A representation of a QFTLO ful�ls the Bisognano{Wichmann property if the modulargroup of every wedge acts local, like the associated group of Lorentz boosts, on the under-lying space.3.2)Other examples(i) In a �eld theory of massless, non{interacting particles every in
uence travels along theboundary of the light{cone. Therefore, there holds not only spacelike, but also timelikecommutativity. This implies that the vector 
 is cyclic and separating also for the algebraof the forward light{cone V +. 1978 D. Buchholz [Bu78] has determined the modular groupfor this situation. It coincides with the dilatations.3.2.1 Theorem:In a �eld theory of non{interacting massless particles the modular group of the algebra ofthe forward light{cone V + acts as follows:�itV + = V (e�2�t); whereV (�)A(x)V +(�) = A(�x); � > 0holds. This means V (�) implements the dilatations.Since the calculation is similar to that of the Bisognano{Wichmann case, it will notbe repeated here.(ii) If the theory is conformally covariant then the algebra of the double cone can be trans-formed onto the algebra of the wedge or the forward light{cone. Since the modular groupsare known for the last two algebras, the modular group for the algebra of the double conecan be obtained by transformation. The result is:34



HJB|Apr./993.2.2 Theorem:Assume we are dealing with a conformal covariant theory. Let D be the double coneD = fx : jx0j+ k~xk < 1gand denote by x� = x0 � k~xk:Then the modular group of the pair (M(D);
) induces on D a geometric transforma-tion given by the formula:x�(�) = �(1� x�) + e�2��(1 + x�)(1 � x�) + e�2��(1 + x�) :The modular group of the double cone has �rst been computed by Hislop and Longo[HL82].(iii) The examples treated before and those of the next subsection are based on the vacuumrepresentation. There are also situations where one can compute the modular groups forthermal representations. These investigations are due to Borchers and Yngvason [BY98].In these cases the domain is the forward light{cone or the wedge in two{dimensionalmodels that factorize in light{cone coordinates. In order that one obtains local actionfor the modular groups one has to deal with Wightman �elds of scale{dimension 1. Theresults are as follows:3.2.3 Theorem:Assume we are dealing with a Weyl system over the two{dimensional Minkowski spacethat factorize in light{cone coordinates. Let ! be the quasi free KMS state and � thecorresponding representation of the Weyl algebra for a �eld of scale{dimension 1. Thenthe modular groups of the forward light{cone and the wedge act local on the correspondingalgebras. The transformations are:For the forward light{cone: x 7! 'V +(t;x); x 2 V +:For the wedge: x 7! 'W (t;x); x 2W:Here t is the element of the modular group and the functions ' are given by:'V+(u;x) = ('+(u; xL); '+(u; xR));'W (u;x) = ('�(u; xL); '+(u; xR));with '�(u; x) = �'+(�u;�x);'+(u; x) = �2� logn1 + e�2�u(e2�x=� � 1)o :35



HJB|Apr./993.3) The counterexamples of YngvasonThe examples of Yngvason [Yng94] are treated separately, because they show examplesof theories with special properties. From the result on half{sided translations (Section2.5.) we know, that the modular group of the wedge acts on the translations as theLorentz boosts of the wedge. This might give the impression that the modular group ofthis algebra acts local. That this is not true in general is shown by the �rst example. If onede�nes the algebras of the double cones by intersection then the modular group acts localin the characteristic two{plane of the wedge, but not necessarily local in the perpendiculardirection, as shown by the last example.Suppose � is a hermitean Wightman �eld which transforms covariantly under space-time translations, but not necessarily under Lorentz transformations, and depends only onone light cone coordinate, say x+. Locality implies that the commutator [�(x+);�(y+)]has support only for x+ = y+. Moreover, from the spectrum condition it follows thatthe generator for translations in the x+-direction is positive semi{de�nite. This impliesthat the Fourier transform of the two{point function,W2, de�ned by (
;�(x+)�(y+)
) =(1=2�) R exp[ip(x+ � y+)] ~W2(p)dp has the form~W2(p) = �(p)pQ(p2) + c�(p):In this formula 
 is the vacuum vector, Q(p2) is a positive, even polynomial in p 2 IR and�(s) = 1 for s � 0 and zero else, and c = (
;�(x+)
)2 � 0 is a constant. Subtracting c1=2from � if necessary, we may drop the �(p)-term. For simplicity of notation from now onwe write x; y instead of x+; y+.The models we consider are generalized free �elds with the two point function givenabove (without the �-term). They are characterized by the commutation relations[�(x);�(y)] = DQ(D2)�(x � y)1l;where for convenience we have denoted id=dx by D. Let HQ;1 be the Hilbert space offunctions f(p) such that R10 jf(p)jpQ(p)dp < 1. De�ne for f 2 HQ;1 the unitary Weyloperators as usual by W (f) = ei�(f):The Weyl relations are W (f)W (g) = e�K(f;g)=2W (f + g)with K(f; g) = (
; [�(f);�(g)]
) = Z 1�1 pQ(p2) ~f (�p)~g(p)dp:It follows that W (f) commutes withW (g) if and only if K(f; g) = 0, in particular if f andg have disjoint supports. The Weyl operators are de�ned on the Fock space HQ. For ourfuture investigations we can restrict our attention to the one{particle Hilbert space HQ;1.We know that the modular group of the half line acts as a delatation by the factore�2�t. This amounts in momentum space to a dilatation by the factor � = e2�t. If we36



HJB|Apr./99denote the restriction of the modular group of the positive half line �it+ to the one{particleHilbert space HQ;1 by V+(�) we must get(V+(�) )(p) = �sQ(�p)Q(p) ei�(p) (�p);where the phasefactor ei�(p) has to be determined. If  (p) is analytic in the upper half planethen the same must be true for (V+(�) )(p). This condition can be solved by rememberingthe structure of Q(p) which permits us to writeQ(p) = L(p)L(�p); with L(�p) = L(p)�:The polynomial L(p) is �xed up to a sign by the requirement that its zeros lie in the closedupper half plane. Hence we �nd:(V+(�) )(p) = �L(��p)L(�p)  (�p):That this is the correct expression for the modular group can be checked by showing thatthe KMS{condition is ful�lled. For this one uses the analyticity property as well in p asin �.In the same manner we obtain for the left half{line(V�(�) )(p) = �L(�p)L(p)  (�p):Since the algebra and its commutant have the same modular group we see that wedgeduality is ful�lled i� L(p) has only real zeros.The duality condition for bounded intervals is a little more di�cult. Yngvason has shown:The duality condition is violated if L(p) and hence Q(p) is not a constant.Finally we consider �elds in n{dimensional Minkowski space. Guided by the low-dimensio-nal examples considered above we shall compute the modular groups of the wedge algebrasfor generalized free �elds on IRn. We treat the special case where the two{point functionhas in Fourier space the form W2(p) =M(p)d�(p);where d� is a positive Lorentz invariant measure with support in the forward light coneand M is a polynomial that is positive on the support of d�. The polynomial M allows afactorization, M(p) = F (p)F (�p);where F (p) is a function (in general not a polynomial) with certain analyticity propertiesto be speci�ed below. 37



HJB|Apr./99To describe the properties of F we use the light cone coordinates x� = x0 � x1 forx = (x0; : : : ; xn) 2 IRn and denote (x2; : : : ; xn) by x̂. The Minkowski scalar product ishx; yi = 12(x+y� + x�y+)� x̂ � ŷ:The right wedge, WR, is characterized by x+ > 0, x� < 0; hence the Fourier transform,~f (p) = R exp(�ihp; xi)f(x)dnx of a test function f with support in WR has for �xedp̂ 2 IRn�2 an analytic continuation in p+ and p� into the half planes Im p+ > 0, Im p� < 0.We require for F that F (�p) is analytic and that F (�p) is without zeros in this domain,with F (�p) = F (p)� for p 2 IRn. There is no lack of polynomials M allowing such afactorization; one example isM(p) = (p1)2 + � � �+ (pn)2 +m2with F (p) =pp̂ � p̂+m2 + ip1 =pp̂ � p̂+m2 + i2(p+ � p�):If d�(p) = �(p0)�(hp; pi �m2) we can replace the polynomial by (p0)2. Hence the corre-sponding generalized free �eld is nothing but the time derivative (d=dx0)�m(x), where �mis the free �eld of mass m.By analogy with the �rst example we de�ne for � > 0 the unitary operators VR(�) onthe Fock space H over the one-particle space H1 = L2(IRn;M(p)d�(p)) byVR(�)'(p) = F (��p+;���1p�;�p̂)F (�p+;�p�;�p̂) '(�p+; ��1p�; p̂) (3:3:1)for ' 2 H1 and canonical extension to H. Then we de�ne by means of VR(�) a oneparameter group of automorphisms of the von Neumann algebraM(WR) on H generatedby the Weyl operatorsW (f) with suppf �WR. By essentially the same computation thatveri�ed the example of the half line one shows that (3:3:1) satis�es the KMS condition andthat it is therefore, the modular group de�ned by the vacuum state onM(WR).For the left wedge WL = fx j x+ < 0; x� > 0g the corresponding operators areVL(�)'(p) = F (�p+; ��1p�; p̂)F (p+; p�; p̂) '(�p+; ��1p�; p̂):By comparing the two modular groups we see that the �eld satis�es the wedge dualitycondition M(WR)0 = M(WL) if and only if F (p) = F (�p) on the support of d�. Thiscondition is, e.g., violated in the above mentioned example.This example demonstrates also that the modular group ofM(WR) may act non{localin the x̂-directions. In fact, let f be a test function with compact support in WR. Underthe transformation (7.7) the Fourier transform ~f is mapped into~f�(p) = pp̂ � p̂+m2 � i2 (�p+ � ��1p�)pp̂ � p̂+m2 � i2 (p+ � p�) ~f (�p+; ��1p�; p̂):38



HJB|Apr./99This is no longer the Fourier transform of a function of compact support in the x̂-directions,because it is not analytic in p̂. From this lack of analyticity it is not di�cult to deducethat W (f�) does not belong to any wedge algebra generated by the �eld unless the wedgeis a translate of WR or WL, but we refrain from presenting a formal proof. The operatorW (f�) is still localized in the x0; x1-directions in the sense that it is contained inM(WR + a) \M(WR + b)0 for some a; b 2WR.3.4) The result of Trebels on local modular actionIn the last subsections we saw that under special assumptions the modular groups ofalgebras, belonging to de�nite domains, can be computed. In many of these examples themodular transformations led to geometric transformations of the underlying sets. There-fore, it is natural to ask whether or not there might exist other cases where the modulargroup of the algebra of a set acts as geometric transformations on the underlying set. It isimpossible to answer this question for arbitrary sets. Therefore we restrict the sets to thefamily of double cones and their limits, i.e., to wedges, forward and backward lightcones.The following results are taken from the thesis of S. Trebels [Tre97].3.4.1 De�nition:A unitary transformation V which maps M(G) (G open) onto itself and which maps 
onto itself is called geometric, causal and order preserving if there exists a one to one mapg : G �! G with the properties:(i) x 2 G implies xg 2 G; xg�1 2 G.(ii) x; y 2 G and x � y are spacelike, then xg � yg and xg�1 � yg�1 are spacelike.(iii) x� y 2 V + implies xg � yg and xg�1 � yg�1 belong to V +.(iv) For every G1 � G one hasAdVM(G1) =M(G1g); with G1g = fxg ;x 2 Gg:Notice that g �! xg maps double cones onto double cones. Since double cones forma base of the topology of IRd we see that x �! xg is continuous. Our �rst observation isthe following3.4.2 Lemma:Let g be a geometric causal and order preserving map of the domain G. If x; y 2 G andx � y are lightlike then xg � yg are lightlike. (The same holds for g�1.)Proof : Without loss of generality we might assume y 2 x + V +.Hence we get bycontinuity yg 2 xg + V +. From x 2 y � V + we �nd xg 2 yg � V +. Both inclusions canonly be true if xg � yg are lightlike.It is our intention to look at the possible geometric, causal and order preservingmaps of the double cone. But, by an order preserving conformal transformation 
 wecan send the double cone onto the forward light cone. Then 
g
�1 is a geometric, causaland order preserving map of V +. These are much easier to handle. If we denote by `39



HJB|Apr./99a lightray belonging to the boundary of V + then a general lightray in V + has the forma`1 + �`; a > 0; 0 < � <1. We show next:3.4.3 Proposition:Let g be a geometric, causal and order preserving map of V +. Then g maps parallellightrays onto parallel lightrays.Proof : Let a`1 + �` be a lightray then we associate to it a half{spaceH(a`1 + �`) = closuref [�>0 a`1 + �`+ V �g:It is easy to check that an element x 2 V + belongs to H(a`1 + �`) i�(`; x � a`1) � 0: (3:4:1)Next we claim that two lightrays a`1 + �` and b`2 + �^̀ are parallel, i.e., ` = �^̀ i� either(H(a`1 + �`) \ V +) � (H(b`2 + �^̀)) \ V + or vice versa. The �rst case happens if a`1 2H(b`2 + �^̀) and the second if b`2 2 H(a`1 + �`). Let us look at the �rst case. By thecharacterization (3:4:1) we obtain for all � > 0 the relation (^̀; �` + a`1 � b`2) � 0. Thisimplies (^̀; `) � 1� (^̀; b`2 � a`1). Taking the limit �!1 we obtain (^̀; `) � 0. But since `and ^̀ both belong to the boundary of V + we have (`; ^̀) � 0. Both inequalities togetherimply (`; ^̀) = 0 or ^̀= �`. Let g be a geometric, causal and order preserving map then gmaps a lightray a`1+ �` onto a lightray ag`1;g + �`g. Since g maps subsets onto subsets itfollows that the image of b`2 + �` is parallel to ag`1;g + �`g.As a consequence of the last construction we obtain the following result, which requiresthat the dimension of the Minkowski space is larger than two.3.4.4 Theorem:Assume d > 2 and let g be a geometric, causal and order preserving map of V +. Then gmaps every straight line of V + onto a straight line in V +.Proof : In the proof of Prop. 3.4.3 we have introduced the closed half{spaces H(a`1+�`) associated with the lightray a`1 + �`. The boundary of this half{space is an a�nelinear manifold of codimension one. By continuity of g this boundary is mapped onto theboundary of the image. The intersection of such a�ne manifolds is mapped by g ontothe intersection of the images, and hence onto the intersection of a�ne manifolds. Sinceevery spacelike straight line in V + is the intersection of d � 1 a�ne surfaces, we obtainthat g maps spacelike straight lines onto spacelike straight lines. Since g�1 has the sameproperty we conclude that every spacelike straight line is also the image of such line. Nextwe want to show that every two{plane containing a timelike direction is mapped onto atwo{plane of the same kind. In order to construct such two{plane we take two di�erentlightlike vectors ` and ^̀ and de�ne the two{plane by:fa`1 + �`+ �^̀; a �xed; � > 0; � > �0(�)g40



HJB|Apr./99where �0(�) is de�ned by the condition a`1 + �` + �0(�)^̀ 2 @V +. This family of pointsde�nes a two{plane intersected with V +. Since by Prop. 3.4.3 g maps parallel lightraysonto parallel lightrays it follows that g maps the two{plane into a two{plane of the samekind. Since g�1 has the same properties it follows that the map surjective. Since everytimelike line is the intersection of two such two{planes we see that g maps also timelikestraight lines onto timelike straight lines. Since we know by 3.4.2 that g maps also lightlikestraight lines onto lightlike straight lines the theorem is proved.A straight line L = f�e; � > 0; e 2 V +g through the origin of V + is characterizedby the fact, that for every x 2 V + the set L \ (V + \ x � V +) is not empty. Hence ind > 2 every geometric, causal and order preserving map sends straight lines through theorigin onto straight lines through the origin. For simplifying the further calculation weintroduce a �xed coordinate system and assume that a lightlike vector ` has the form(1; ~̀) with k~̀k = 1. In the following we will denote the set of geometric, causal and orderpreserving maps of V + by T and the elements of T by T . The vector (1;~0) will be denotedby t. If T 2 T then it maps the line f�tg onto another line through the origin. By asuitable Lorentz transformation �(T ) we can send this line back to the multiples of t, i.e.�(T )T�t = f(�)t where f(�) is a monotone increasing function with f(0) = 0. By T0 wewill denote the set of elements in T which maps the straight line characterized by t ontoitself. We show next:3.4.5 Lemma:Let T 2 T0 then T maps every straight line perpendicular to t onto a straight line perpen-dicular to t.Proof : Let e be perpendicular to t. Then a straight line perpendicular to t and indirection of e is of the form L = x + �e where x 2 V + and � belongs to an appropriateinterval. Let � = (x; t) and � = p�2 � x2 then L lies in the hyperplane through �twhich is perpendicular to t. This hyperplane is also characterized by the sphere S =( (���)2 + @V +) \ ( 3�+�2 � @V +). Every straight line passing through two points of thissphere lies in the hyperplane in question. Now T 2 T0 maps the points ���2 t and 3�+�2 t ontotwo points on the t{axis. Therefore the sphere S is mapped onto a sphere characterized bythe two points. Since a straight line through two of the points is mapped onto the straightline through the corresponding points it follows that T maps straight lines perpendicularto t onto straight lines perpendicular to t.Notice that the (0; 1){plane is spanned by the t{axis and the lightrays in the (0; 1){plane passing through the t{axis. Therefore, this plane is mapped by elements in T0 ontoa two{plane containing the t{axis. Choosing a suitabte rotation R(T ) we can transformthis plane into the (0; 1){plane. Hence R(T )T maps the t{axis and the (0; 1){plane ontoitself. The set of elements with this property will be denoted by T1. Next we show:3.4.6 Lemma:The restriction of elements in T1 to the (0; 1){plane de�ne dilatations.Proof : De�ne the vector e := (0; 1; 0; ::; 0). Choose � < � and look at the triangle41



HJB|Apr./99with the corners �t; �+ �2 t+ �� �2 e; �t:These points are mapped by T 2 T1 ontof(�)t; f(� + �2 )t+ g(�; �)e; f(�)t:Since the lines between �t and �+�2 t+ ���2 e and between �t and �+�2 t+ ���2 e are lightlikeand the same is true after translation we obtain f(�)�f(�+�2 ) = f(�+�2 )�f(�) = g(�; �).From this we �nd f(�+�2 ) = 12 (f(�) + f(�)). Since f is continuous and monotone thisequation has only one solution namelyf(�) = �f(1):Hence we get g(�; �) = ���2 f(1). Therefore, T restricted to the (0; 1){plane is a dilatation.Let T 2 T1 then we can �nd a dilatation D(T ) such that D(T )T is the identity onthe (0; 1){plane. The elements with this property will be denoted by S1. They have thefollowing property:3.4.7 Lemma:The elements of S1 map the subspace perpendicular to the (0; 1){plane onto itself.Proof : Since every sphere with center on the t{axis is mapped onto the sphere withthe same center and the same radius it follows that T does not change the distance from thet{axis. Since T is the identity on the (0; 1){plane we can make a Lorentz transformationon this two{plane without changing the arguments. Hence the distance from any axisthrough zero of the (0; 1){plane remains unchanged. But this can only hold if T maps thesubspace perpendicular to the (0; 1){plane onto itself.Combining all the arguments we �nd:3.4.8 Theorem:Every geometric, causal and order preserving map of the forward lightcone is an elementof the Lorentz group extended by the dilatation.Proof : If d = 3 then T 2 S1 is in the 2{direction either the identity or the re
ectionat the (0:1){plane. If d > 3 then there exists a rotation R(T ) such that R(T )T does notchange the 2{axis. This implies also that R(T )T is the idendity on the (0; 1; 2){space.Repeating this argument we end up with either the identity or a re
ection. This means ifT is the orginal transformation thenRn:::DR1�1T = 1l or Pwhere P is a re
ection. This shows the theorem.42



HJB|Apr./99The modular group is a one{parametric group. This implies that every element isthe square of another element. Hence if the group acts geometric and causal on theunderlying domain, then it acts automatically order preserving. If the modular groupinduces a geometric and causal action on the underlying domain then we know from thelast theorem that it is a one{parametric subgroup of the (d(d�1)2 +1){dimensional Lie groupgenerated by the Lorentz group and the dilatations. In order to restrict the possibilitieswe have to use the following properties:1. The group g(t) is induced by the modular group of M(D), where D is a double cone.This implies that for A 2 M(D) the expression�itA
has an analytic continuation into the strip S(� 12 ; 0).2. We are dealing with a quantum �eld theory in the vacuum sector. This implies inparticular that the translations ful�l spectrum condition.We want to compare the geometric modular action with the action of the translations.As technical tool we need the following result which can easily be proved with help of thedouble cone theorem, Thm. 1.4.4. Here we will not present the proof.3.4.9 Theorem:Assume we are dealing with a quantum �eld theory in the vacuum sector, and that thedimension of the Minkowski space is larger than two. Let D1;D2 be two double cones withcenter x1; x2 respectively. If x1 � x2 is lightlike and if M(D1) and M(D2) commute thenthe whole quantum �eld theory is abelian.We want to look at the modular group of the double cone D. Let x 2 D and if �itacts geometric and causal on D then g(t)x can be di�erentiated with respect to t sinceg(t) is a subgroup of a Lie group. We want to investigate the direction of g0(t)x.3.4.10 TheoremAssume we are dealing with a quantum �eld theory in the vacuum sector, and that thedimension of the Minkowski space is larger than two. Let D be a double cone and let �itbe the modular group of M(D). Assume this group acts geometric and causal on D. Thenfor x 2 D one has g0(0)x 2 V �:Proof : If g0(0)x = 0 then the statement holds. If g0(0)x 6= 0 let t be a �xed timelikevector in V + and choose a lightlike vector ` 2 @V + such that (`; g0(0)x) 6= 0 where x 2 D.Let E be the two{plane spanned by t and `. Let s be a spacelike vector in E such that(t; s) = 0 and (`; s) < 0. Denote the second vector in E \ @V + by `0. Let y be such thatx� y is a positive multiple of ` and such that D \ y+W (`0; `) = ;. Choose a small doublecone Dx such that x is the upper tip of Dx and such that Dx + a � D for a in someneighbourhood of zero. 43
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W   +yLFig.1: Position of the double cones D;Dx and the wedge W (`0; `) + yChoose B 2 M(W (`0; `) + y) and A 2 M(Dx). De�ne the two functionsf+(�; � ) = (
; BU(�t)�i�A
);f�(�; � ) = (
; A��i�U(��t)B
);where U(x) is the representation of the translations. These two functions have the followingproperties:(i) By the modular theory f+(�; � ) has in � an analytic continuation into the strip S(� 12 ; 0).(ii) The spectrum condition implies that f+(�; � ) has in � an analytic continuation intothe upper complex half{plane C+.(iii) f�(�; � ) can in � be analytically continued into S(0; 12)(iv) and in � into C�.Using the Malgrange-Zerner theorem, Thm. 1.4.2, and the tube theorem, Thm. 1.4.3,we see that f+(�; � ) has an analytic continuation in both variables into the tube domainC+�S(� 12 ; 0). Correspondingly f�(�; � ) has a simultanious continuation into C��S(0; 12 ).Now we want to look at the coincidence domain of f+(�; � ) with f�(�; � ). With help ofthe edge of the wedge theorem, Thm. 1.4.1, we can analytically continue through thecoincidence domain. For its de�nition we set:(a) R = f� ; g(� )Dx is spacelike to W (`0; `) + yg.(b) For � 2 R de�ne �0(� ) = supf�; g(� )Dx + �t is spacelike to W (`0; `) + yg.(c) For � 2 R de�ne �1(� ) = inff�; g(� )Dx + �t is spacelike to W (`0; `) + yg.Because of locality we get f+(�; � ) = f�(�; � ) for � 2 R and �1(� ) < � < �0(� ). In orderto simplify the calculation assume t2 = �s2 = 1. The vector g0(0)x has the formg0(0)x = �t+ �s + vwhere v is perpendicular to t and s. The assumption (g0(0)x; `) 6= 0 implies ��� 6= 0. Forsmall � we obtain: g(� )x = x+ � (�t+ �s + v) + o(� ):44



HJB|Apr./99This implies for small � : � 2 R for � > 0; if �� � < 0;� 2 R for � < 0; if �� � > 0:From this we obtain for �0(� ) the following estimate:�0(� ) = � (�� �) + o(� ) for (�� �) < 0;�0(� ) = j� j(�� �) + o(� ) for (�� �) > 0:From the coincidence of the functions f+(�; � ) and f�(�; � ) we get an opposite edge ofthe wedge problem, where the local cones are the second and fourth quadrant. Therefore,by the double cone theorem 1.4.4 the tangents at the boundary of the coincidence domainmust lie in the �rst or third quadrant. Now we can compute the tangent at � = 0 becausewe have an estimate for �0(� ).For (���) < 0 we see that the tangent vector at � = 0 lies in the �rst quadrant. But,for (�� �) > 0 this tangent lies in the fourth quadrant.
τ τ

λ λ

a. b.Fig.2: The coincidence domain in the (�; � ){plane.a. (�� �) < 0, b. (�� �) > 0.Since the case (���) > 0 leads to a non{stable situation we conclude that the condition(���) < 0 must be ful�lled. This implies that g0(0)x belongs to the half{space (���) < 0.Changing now the vector ` (There are only a few vectors ` for which (`; g0(0)x) = 0 canhold.) we see that g0(0)x must lie in the intersection of these half{spaces, i.e. in V �.As a consequence of this result we �nd:3.4.11 Theorem:With the same assumptions as in the last theorem the group fg(t)g coincides with thegroup of Hislop{Longo transformations (up to a positive scale transformation of the groupparameter).Proof : Since the properties of the last theorem are stable under conformal transfor-mations, we will transform the double cone onto the forward lightcone. In this setting wehave to show that the group g(t) coincides with the dilatations. If we write g(t) = expfMtgthen g0(t)x 2 V � implies (y;Mx) is smaller zero for all x; y 2 V +. By means of the struc-ture of the Lorentz group we �nd that M is diagonal and hence M = �m1l; m 2 IR+.45



HJB|Apr./99Therefore, the transformed g(t) coincides with the scaled dilatations and consequently theoriginal group coincides with the scaled Hislop{Longo transformations.If G is the generator of the Hislop{Longo transformation then we have shown thatg(t) is of the form g(t) = expfmGtg where m is a positive constant. One would like toprove that m = 1. To this end one has to use the KMS{condition. (See Sect.1.3.) Withthe methods available up to now we are not able to give a general proof for the statementm = 1. However, if we would deal with a �nite number of Wightman �elds then themodular transformation would be �it�k(x)��it = Djk(t)�j (g(t)x). Here Djk(t) is a �nitedimensional representation of the dilatations. In this situation one can at least show thatm is bounded by one. We do not want to give the calculations.3.4.12 Remark: The casem = 0 can be excluded. This case would mean that the algebraof every subdomain D1 � D is invariant under the modular group of D. But this impliesby the cyclicity of 
 that M(D1) and M(D) coincide. (See [KR86] Thm. 9.2.36.) Suchsituation is only possible if the theory is abelian.3.5) Remarks, additions and problems(I) The result of Trebels deals only with double cones. Therefore, it is not possible to arguethat the factorm has to be 1. This is due to the fact that the Hislop{Longo transformationg(t�i 12) mapsD to real points but they are not all spacelike with respect to D. If, however,we replace the double cone by the wedge then one can argue that m must be 1.3.5.1 Problem: Does there exist a convincing argument showing, that m must be 1?(II) In the Trebels situation, the algebra of a sub{double cone with either the same upperor lower tip ful�ls the condition of �half{sided +half{sided modular inclusion respectively.If one is dealing with a conformally covariant theory, then the corresponding half{sidedtranslations map, for a proper choosen (�nite) group element, the algebra of the doublecone onto the algebra of the backward respectively forward light cone.(III) If the Bisognano{Wichmann property (Def. 3.1.8) is ful�lled only for the subsets ofthe wedge, then the modular group of the wedge de�ne geometric transformations only forthis wedge. This can be extended to geometric transformations of the whole IRd. (See D.Guido [Gui95].)(IV) As shown by Kuckert [Ku98] the assumptions can be changed. If one replaces theBisognano{Wichmann property for the wedge by other symmetry conditions, with somelocality property, but for the whole space, then one �nds that JW and �itW act local asin the Bisognano{Wichmann situation. A similar result holds for the forward light{cone,provided 
 is cyclic and separating forM(V +). In these cases the assumptions are: Thesymmetry shall map the local net into the local net. The associated modular groups shalltransform the local algebras in the corresponding manner.One can replace the transformation property of the local net by transformation prop-erties of localized operators. In this case one has to make more restrictive assumptions onthe transformations and the net. For details see [Ku98].46



HJB|Apr./994. The PCT{theorem and connected questionsThe PCT{theorem tells us that the product of time reversal, space re
ection, andcharge conjugation is always a symmetry. Reading the paper of Pauli [Pau55] on thissubject one gets the impression that a precurser of the PCT{theorem has been discoveredby Schwinger [Schg51]. But it was a mysterious transformation containing the interchangeof operators. The �rst development of the PCT{theorem in the frame of Lagrangean �eldtheory is due to L�uders [L�u54]. This result has triggered the clari�cation of the connectionbetween spin and statistics and the role of the positive energy. (See W. Pauli [Pau55] andalso G. L�uders and B. Zumino [LZ58].)1957 R. Jost [Jo57] gave a proof of the PCT{theorem in the frame of Wightman's �eldtheory. The beauty of this proof is the clari�cation of the role of the di�erent conditionsone has to impose. These are1. Covariance of the theory under the (connected part of the) Poincar�e group.2. Positivity of the energy.3. There are only �elds, which transform with respect to �nite dimensional representa-tions of the Lorentz group. (Transformation of the index space.)4. Locality, which means that for spacelike distances the Bose �elds commute with allother �elds and the Fermi �elds anti{commute with eachother.5. The Minkowski space has even dimensions.6. To every �eld in the theory appears its conjugate complex partner.From the spectrum condition it follows that the Wightman functions have an analyticcontinuation into the forward tube T+nT+n = fz1; :::; zn 2 C4;=m (zi � zi+1) 2 V +g:Using locality, Poincar�e covariance of the theory, and the appearence of only �nite di-mensional representation of the Lorentz group in the index space, Hall and Wightman[HW57] could show that the analytically continued Wightman functions can be consideredas functions on the complex Lorentz group. If the index space transforms under in�nitedimensional representation of the Lorentz group then the Hall{Wightman theorem failsbecause of lack of analyticity. Examples are given by Streater [Str67] and by Oksak andTodorov [OT68]. The Hall{Wightman theorem was the starting point of Jost's investiga-tion. If the Minkowski space has even dimensions then the complex Lorentz group containsthe element �1l. This transformation is the product of time reversal and space re
ection.But there is the time translation eiEt with the positive energy operator. In order to keepthe energy positive one has to change i into �i. Therefore, the time reversal has to be anantiunitary operator. If � is an antiunitary total re
ection one obtains for a scalar �eld��(x)� = ��(�x):The passage to the conjugate complex is closely related to the charge conjugation. There-fore, one has to look at the product of C and PT . One remark more to the role of locality:The transition to the conjugate complex interchanges the order of an operator product.At totally spacelike points the original order can be restored. Putting things together one47



HJB|Apr./99gets the PCT{theorem for scalar �elds. The general case needs in addition the handlingof �nite dimensional matrices which appear with �elds of higher spin.For a long time it was impossible to show the PCT{theorem in the theory of localobservables because one did not know the meaning of condition 3 and 6 in the setting oflocal observables.A good candidate for the CPT{operator is� = JWU(RW (�)) (4:0:1)provided the origin is contained in the edge of the wedge. RW (�) denotes the rotationin the two{plane perpendicular to the characteristic two{plane of the wedge, and JW themodular conjugation of the algebra of the wedge.If the Ansatz (4.0.1) is correct, then the representation of the Lorentz group and themodular groups of the wedges have to �t together. Since on the vacuum sector � is a geo-metric transformation, also JW has to act local. Moreover the transformation �U(RW (�))maps the algebra of the wedge onto the algebra of the opposite wedge. Therefore, the the-ory has to ful�l wedge duality. First we treat the question of wedge duality and afterwardsthat of the locality of JW .4.1)The wedge dualityThe problem of this subsection is: When does a Lorentz covariant theory ful�l wedgeduality?The result we present here is essentially a two-dimensional statement. In the proof wecan think of sets which are cylindrical in all directions perpendicular to the characteristictwo{plane of the wedge. Hence all the expressions depend only on two variables. In thissituation we only have two wedges which we call the right wedgeW r and the left wedgeW l.The wedges obtained by applying a shift by a will be denoted by W ra andW la respectively.If we denote the double{cones by K then this can be characterized by the intersection oftwo wedges. Ka;b =W ra \W lb; b� a 2W r:LetM0a;b be the given von Neumann algebra associated with Ka;b ful�lling the mentionedassumption. Starting from this we obtain for the wedges the algebras:Mra = f [K�Wra M0Kg00;Mla = f [K�W laM0Kg00: (4:1:1)Moreover, we set M0ra = fMrag0M0la = fMlag0: (4:1:10)Without loss of generality we can construct a net which might be slightly larger:Ma;b :=M(Ka;b) =Mra \Mlb: (4:1:2)48



HJB|Apr./99This net ful�ls again all requirements listed in the beginning. Moreover, the wedge{algebraconstructed with M(K) coincides with the wedge{algebra constructed with the M0(K).In what follows we only will work with the algebrasM(K). BesidesMa;b one can de�neMra;b :=Mra \M0rb ; Mla;b :=Mla \Mlb: (4:1:20)In Wightman �eld theory one is dealing with quantities �n(x) localized at a point. Ifx belongs to the right wedge one can analytically continue the expression U(�(t))�n(x)
into the strip S(� 12 ; 0). This is due to the fact that the representation of the Lorentz groupin the index{space is de�ned for complex Lorentz transformations. The result which oneobtains is an element belonging to the left wedge namely U(�(t))�n(�x)
 (for entire spin).There are two problems if one wants to generalize this:First our objects are not localized at a point but in bounded domains. Here we will�nd a natural generalization of the description.The second problem consists of understanding the exchange of the left and the rightwedge by the complex Lorentz transformations because of the following4.1.1 Remark:If we are dealing with a von Neumann algebraM and a one{parametric, strongly continu-ous group of automorphisms �t then one can de�ne the analytic elementsManal for which�tA has an entire analytic extension. The setManal is a �{strong dense subalgebra ofMand the elements �zA; A 2 Manal also belong to M.Therefore, it is not easy to understand why for an element A, localized in the rightwedge, the expression U(�(� i2 ))A
 can be written as Â
 with an element Â localized inthe left wedge.First we look at the localization problem. Let A 2 M be a local operator then wedenote by K0 the smallest double{cone such that A 2 M(K0). By K we denote thetranslate of K0 such that the center of K coincides with the origin. Let K0 = K + x thenwe can write every localized operator in the formA = A(K;x): (4:1:3)The second problem is much harder and a large part of this subsection is needed tocope with it. The main part of the di�culty is due to the fact that we must start fromthe assumption that wedge duality is not present. Therefore, to every wedge there areassociated two algebras namely the algebra de�ned in equation (4.1.1) and the commutantof the algebra belonging to the opposite wedge.In order to get to the opposite wedge one has to look at the analytic extension in theLorentz transformations. Here we have to cope with a new problem namely we cannotconclude that for su�ciently many elements the analytic extension of the expressionsAdU(�(t))A(K;x) are bounded. This di�culty is again a consequence of the fact that wedo not know the wedge{duality. In order to overcome this problem we have to introduceunbounded operators X(K;x) which are a�liated with the algebraM(K + x). But withthis generalization it will be possible to show that for suitable elementsX(K+x), satisfying49



HJB|Apr./99K + x � W r, the following holds: To X(K;x) there exists an element X̂(K;�x) locatedin K � x �W l such that the relationU(�(� i2 ))X(K;x)
 = X̂(K;�x)
holds.From Remark 2.5.3(ii) we know that �itr and �itl act on the translations as the Lorentztransformations. Moreover, the construction of the algebraMr;la (Eq. (4.1.2')) imply thefollowing transformation rules.�itrMra;b��itr =Mr�(t)a;�(t)b;�itl Mla;b��itl =Ml�(t)a;�(t)b;JrMra;bJr =Mr�b;�a;JlMla;bJl =Ml�b;�a: (4:1:4)These equations permit to compare the Lorentz transformations with the two modulargroups. First notice that U(�) maps the four algebras of the two wedges into themselvesand hence U(�) commutes with the modular groups and the modular conjugations (seee.g. [BR79]). Therefore, we obtain the following representations of the Lorentz group:R(t)�itr = U(�(t))L(t)�0itl = U(�(t)): (4:1:5)Here �0 denotes the modular operator of (Ml0)0. Since U(�) commutes with the modulargroups and acts on the translations in the same manner as the modular goups we obtainthe following commutations:[R(s);�itr ] = [R(s); U(�)] = [R(s); T (a)] = [R(s); Jr ] = 0;[L(s);�0itl ] = [L(s); U(�)] = [L(s); T (a)] = [L(s); Jl] = 0: (4:1:6)Using the inclusionM0l �Mr andM0r �Ml we obtain with Thm. A:4.1.2 Lemma:As a consequence of Eq. (4:1:5) we obtain:(a) If A 2 B(H) (the set of bounded linear operators on H) and if L(t)A
 has a boundedanalytic continuation into the strip S(� 12 ; 0) then the same is true for R(t)A
. If A 2B(H) is such that R(t)A
 has a bounded analytic extension into the strip S(0; 12 ) then thesame holds for L(t)A
.(b) Moreover, we obtain the following identities:JlL(� i2 ) = JrR(� i2 ) on D(L(� i2 ));JlL( i2 ) = JrR( i2 ) on D(R( i2 ));50



HJB|Apr./99where D(X) denotes the domain of de�nition of the operator X.Proof : Using Eq. (4.1.5) and Thm. A we obtain that the operator valued functionD(t) := �0�itl �itr = L(t)R(�t)has a bounded analytic continuation into the strip S(0; 12 ). At the upper boundary we haveD(t+ i2 ) = JlD(t)Jr . So we obtain R(t) = D�(t)L(t) and L(t) = D(t)R(t). Since D(t) canbe continued into S(0; 12), its adjoint can be continued into S(� 12 ; 0). This implies thatD(L(� i2 )) � D(R(� i2 )); D(R( i2 )) � D(L(� i2 )): (4:1:7)Therefore, R(t)A
 = D�(t)L(t)A
has an analytic extension into the strip S(� 12 ; 0) whenever this holds for L(t)A
. By thecorresponding arguments we obtain the second relation of (a).We know the relation D( i2 ) = JlJr and obtainJlJr = L( i2 )R(� i2 )and thus with the statements about the domains of de�nition (4.1.7)JlL( i2 ) = JrR( i2 ):For the left wedge we haveMl0 �M0r0 and since the modular operator of the commutantis the inverse of the modular operator of the algebra we obtain the other statements. Forlater use we retain the relation between the domains which follows from the interchangeof right with left. This shows the lemma.IfA(K;x) is a localized operator such thatK+x �W r and such that U(�(t))A(K;x)
can in t be analytically continued into the strip S(� 12 ; 0) then we expect that we can writeU(�(� i2 ))A(K;x)
 in the form Â(K;�x)
. This operator should be localized in K � x.Since K was a symmetric domain we see that K � x belongs to the left wedge. Thisshall be shown next. There is however, one problem: At the beginning we do not knowwedge{duality. Hence we cannot conclude that there exist elements A(K;x) such thatthe corresponding operator Â(K;�x) is bounded. Therefore, we will include unboundedoperators in our investigation.We write X(K;x) for unbounded operators which shall imply that this operator isclosable and a�liated with the algebra M(K + x). Without further mentioning, thedomain of de�nition of X(K;x) and of its adjoint shall containM0(K + x)
. We alwaysidentify X(K;x) with the restriction of X to the domain M0(K + x)
. This has theadvantage that we have the transformationT (y)U(�)X(K;x)U (��1)T (�y) = X(K�;�x + y):51



HJB|Apr./99The restriction of the adjoint of X(K;x) to this domain will be denoted by Xy(K;x). Thisde�nition implies that X(K;x)
 belongs for K + x � W r to the domain of the Tomitaconjugation SK+x of the algebraM(K + x), which leads to the relationSK+xX(K;x)
 = Xy(K;x)
:Next we look at analytic extensions in the Lorentz group. To this end notice thatevery operator X(K;x) is de�ned on the vector 
 and we can look at possible analyticextensions of the vector function U(�(t))X(K;x)
. As main tool for the investigation ofthese expressions we use the groups R(t) and L(t) introduced in Eq.(4.1.5)4.1.3 Proposition:(1) Let X(K; 0) be such that for one x with K + x �W r the vector functionU(�(t))X(K;x)
has a bounded analytic continuation into the strip S(� 12 ; 0) and continuous boundary valuesat =mt = � 12 . Then L(t)JlXy(K; 0)
 andR(t)JrXy(K; 0)
have bounded analytic continuations into the strip S(� 12 ; 0) and continuous boundary valuesat =mt = � 12 .(2) If for one y with K + y �W l the vector functionU(�(t))X(K;x)
has a bounded analytic continuation into the strip S(0; 12 ) and continuous boundary valuesat =mt = 12 then L(t)JlXy(K; 0)
 andR(t)JrXy(K; 0)
have bounded analytic continuations into the strip S(0; 12 ) and continuous boundary valuesat =mt = 12 .Proof : It is su�cient to show the �rst statement. The second follows by symmetry.Let us look at the vector functionsF r(s; t) = R(s)�itrX(K;x)
;F l(s; t) = L(s)�0itl X(K;x)
:For real s these functions can be analytically continued in t into the strip S(� 12 ; 0). Fort = s + t we obtain by Eq. (4.1.5) F#(s; s + t) = �it#U(�(s))X(K;x)
 and since themodular groups commute with the Lorentz transformations we obtain analyticity along52



HJB|Apr./99the diagonal. Using the Malgrange Zerner theorem, Thm. 1.4.2, we obtain an analyticcontinuation into the tube with triangular base=m (s; t) = f(0; 0); (�12 ;�12); (0;�12)g:This shows by the relation U(�(t)) = R(t)�itr and the transformation� 12rX(K;x)
 = JrXy(K;x)
that F#(s; t� i2 ) has in s an extension into the strip S(� 12 ; 0). This extension is bounded,since analytic completion does not change the norm of the vector{function. This showsthat the expression R(� )JrXy(K;x)
is de�ned for � 2 S(� 12 ; 0) and has continuous boundary values coinciding with those ofR(t)U(�(� i2 ))X(K;x)
.The arguments for L(t) are the same and dont need to be repeated.4.1.4 Lemma:Assume that for one x with K + x � W r the vector function U(�(t))X(K;x)
 has abounded analytic extension into the strip S(� 12 ; 0) and this function has continuous bound-ary values at =mt = � 12 . Then the same is true for all x satisfying K + x �W r.The same result is obtained if K + x belongs to the left wedge W l and if we have ananalytic extension into the strip S(0; 12 ) with continuous boundary values.Proof : It is su�cient to show the �rst statement. The other follows by symmetry.By Prop. 4.1.3 we know that R(t)JrXy(K; 0)
 has an analytic extension into the stripS(� 12 ; 0). Since R(t) commutes with the translations we get the analytic extension alsofor the expression R(t)JrXy(K; y)
. Choosing now y such that K + y � W r we can usethe modular conjugation of the right wedge and obtainR(� )JrXy(K; y)
 = R(� )� 12r X(K; y)
:Notice that R(t) and �r commute so that by Prop. 4.1.3 R(t)�itrX(K; y)
 has an analyticextension into S(� 12 ; 0) with continuous boundary values.After this preparation we introduce the following sets:4.1.5 De�nition:(a) By Aur we denote the set of all bounded or unbounded operators X(K; 0) with theproperties:(i) For every x with K + x �W r the vector functionU(�(t))X(K;x)
53



HJB|Apr./99has a bounded analytic extension into the strip S(� 12 ; 0) and continuous boundary valuesat =mt = � 12 .(ii) For every x with K + x �W l the vector functionU(�(t))Xy(K;x)
has a bounded analytic extension into the strip S(0; 12 ) and continuous boundary valuesat =mt = 12 .(b) By Aul we denote the set of all bounded or unbounded operators X(K; 0) such thatXy(K; 0) 2 Aur .A consequence of the de�nition is the result4.1.6 Lemma:(i) If X(K; 0) 2 Aur then the vector functionsR(t)X(K; 0)
 and L(t)X(K; 0)
can both be analytically continued into the strip S(� 12 ; 0) and they have continuous bound-ary values at =mt = � 12 .(ii) If X(K; 0) 2 Aul then the vector functionsR(t)X(K; 0)
 and L(t)X(K; 0)
can both be analytically continued into the strip S(0; 12 ) and they have continuous boundaryvalues at =mt = 12 .Proof : Using the fact that Xy(K; 0) belongs to Aul we obtain by Prop. 4.1.3 thatR(t)JrX(K; 0)
 can analytically be extended into S(0; 12 ) and has continuous boundaryvalues. Since R(t) commutes with Jr for real t it follows that X(K; 0)
 belongs to thedomain of R(� i2 ). This is equivalent with the statement. The other three cases are shownin the same manner.Now we are prepared for the main result of this section.4.1.7 Theorem:(i) For every X(K; 0) 2 Aur and every x with K + x � W r there exists an elementX̂(K; 0) 2 Aul such that the following relation holdsU(�(� i2 ))X(K;x)
 = X̂(K;�x)
:(ii) For every y with K+y 2W l and X(K; 0) 2 Aul there exists an element ~X(K; 0) 2 Aurful�lling the relation U(�( i2 ))X(K; y)
 = ~X(K;�y)
:54



HJB|Apr./99Proof : It is su�cient to show (i). The second statement follows by symmetry. LetK be the double{cone K�a;a with a 2 W r. Choose an element B0r 2 M0r�a�x such thatAdR(t)B0r is analytic and an element B0l 2 M0la�x such that AdL(t)B0l is analytic. Theseelements are �{strongly dense in the respective algebras. For X(K; 0) 2 Aur we look at theexpression (B0rB0l
; U(�(� i2 ))X(K;x)
) = (B0rB0l
; R(� i2 )JrXy(K;x)
):By Lemma 4.1.2 R(t)B0l
 is analytic in S(� 12 ; 0). Hence we obtain= (fAdR(� i2 )B0rgR(� i2 )B0l
; JrXy(K;x)Jr
):The operator JrXy(K;x)Jr is a�liated withMr(K�x). Together with the Remark 4.1.1this implies= (R(� i2 )B0l
; JrXy(K;x)JrR( i2 )B0�r 
) = (Xy(K;x)JrR( i2 )B0�r 
; JrR(� i2 )B0l
):The vector B0�r 
 belongs to the domain of R( i2 ) by choice of B0r. Hence by Eq. (4.1.7')this vector belongs also to the domain of L( i2). The other vector belongs by choice of B0lto the domain of L(� i2). Hence Lemma 4.1.2 applies and we obtain= (Xy(K;x)JlL( i2 )B0�r 
; JlL(� i2 )B0l
) = (AdL(� i2)B0l
; JlXy(K;x)JlL( i2 )B0�r 
):By the Remark 4.1.1 we �nd= (
; JlXy(K;x)JlL( i2 )B0�l B0�r 
) = (JlX(K;x)
; L( i2 )B0�l B0�r 
):Since the translations commute with L(t) it follows by Prop. 4.1.3 and by the de�nitionof Aur that the vector JlX(K;x)
 belongs to the domain of de�nition of L( i2 ) and hence= (L( i2 )JlX(K;x)
; B0�l B0�r 
) = (JlL(� i2 )X(K;x)
; B0�l B0�r 
):From this transformation we obtain(Xi B0ir B0il 
; U(�(� i2 ))X(K;x)
) = (JlL(� i2 )X(K;x)
; fXi B0ir B0il g�
):Since the two vectors U(�(� i2 ))X(K;x)
 and JlL(� i2 )X(K;x)
 are well de�ned we canpass to the �{strong closure of the sums and obtain(A
; U(�(� i2 ))X(K;x)
) = (JlL(� i2 )X(K;x)
; A�
); 8A 2 M0(K � x):55



HJB|Apr./99From this we conclude that the two vectors U(�(� i2 ))X(K;x)
 and JlL(� i2 )(K;x)
belong to the domain of de�nition of the Tomita conjugation SK�x and satisfySK�xU(�(� i2 ))X(K;x)
 = JlL(� i2)X(K;x)
:Hence there exists an operator X̂(K;�x) a�liated with M(K � x) such that (see e.g.[BR79] Prop. 2.5.9) U(�(� i2 ))X(K;x)
 = X̂(K;�x)
 (4:1:8)holds. It only remains to show that this operator belongs to Aul . From equation (4:1:8)we see that U(�(t))X̂(K;�x)
 has a bounded analytic extension into S(0; 12). From therelation X̂y(K;�x)
 = L( i2 )JlX(K;x)
 (4:1:9)we see that the vector X̂y(K;�x)
 belongs to the domain of de�nition of L(� i2 ) andhence, as in the proof of Lemma 4.1.4, we conclude that X̂(K;x)
 belongs to the domainof U(�(� i2 )). This shows that X̂(K;�x) belongs to Aul .Before showing the wedge{duality we need an analysis of the map established in Thm.4.1.7. We start with some notations.4.1.8 De�nition:For K + x 2W r and X 2 Aur de�ne �r(X)(K;�x) by the formula�r(X)(K;�x)
 = U(�(� i2 ))X(K;x)
where the left side is de�ned by the operator introduced in Thm. 4.1.7. This implies that�r maps Aur into Aul .The map �l is de�ned correspondingly on the set Aul and it maps it into Aur .In the de�nition of the operation X(K;x) ! X̂(K;�x) appears the vector x suchthat K + x � W r. First we have to show that the de�nition of �r is independent of thechoice of x.4.1.9 Lemma:The map �r(X)(K; 0) := Ad T (x)f�r(X)(K;�x)g; K + x �W ris independent of the choice of x (provided K + x �W r).The corresponding result holds for �l.Proof : Assume x1; x2 are such that xi + K � W r. Then we can �nd x3 such thatx3 + K � W r and xi 2 x3 + W r i = 1; 2. In this situation we obtain X(K;xi) =56



HJB|Apr./99AdT (xi � x3)X(K;x3). Writing �ri , if we apply �r to an element X(K;xi), we obtain byusing the commutation relations between the translations and the Lorentz transformationsT (xi)�ri (X)(K;�xi)
 = T (xi)U(�(� i2 ))X(K;xi)
= T (xi)U(�(� i2 ))T (xi � x3)X(K;x3)
= T (x3)U(�(� i2 ))X(K;x3) = T (x3)�r3(X)(K;�x3):This calculation shows that �r1 and �r2 coincide. The same transformation holds if weinterchange right and left.4.1.10 Remark:The map �r is linear and interchanges the order of factors provided the products appearingin the formulas are de�ned. The same result is true for �l.Since this result will not be used later we will not give the proof. It has only beenstated in order to show that we do not con
ict with the algebraic structure. The operation� is closely related with the CPT{operation but we will not introduce such operation.Next we want to look at the adjoint and the inverse.4.1.11 Lemma:1) �l is the inverse of �r i.e.: �r(�l(X))(K; 0) = X(K; 0):2) �l is the adjoint of �r i.e.:f�r(X)(K; 0)gy = �l(Xy)(K; 0):Proof : Choose x; y in such a way that x+K �W r and y+K �W l and x+y 2W r.Take X(K; 0) 2 Aul and using the fact that �lX(K; 0) belongs to Aur we obtain�r��l(X)�(K; 0)
 = T (x)U(�(� i2 ))T (x)�l(X)(K; 0)
= T (x)U(�(� i2 ))T (x)T (y)U(�( i2 ))T (y)X(K; 0)
= T (�y)U(�(� i2 ))U(�( i2 ))T (y)X(k; 0)
 = X(K; 0)
:Since the �rst and the last expression is a�liated with M(K) we obtain for B1; B2 2M0(K) the relation(B1
; �r��l(X)�(K; 0)B2
) = (B1
;X(K; 0)B2
):57



HJB|Apr./99For the left wedge the result is obtained in the same manner. This shows the �rst statement.For the second statement let us choose x such that x+K �W r. Then we obtainf�r(X)(K; 0)gy
 = Ad T (x)f�r(X)(K;�x)gy
 = T (x)f�r(X)(K;�x)gy
:Using Eq. (4:1:9) this can be written as= T (x)L( i2 )JlX(K;x)
 = T (x)L( i2 )JlT (2x)X(K;�x)
 = T (�x)L( i2 )JlX(K;�x)
:From Def. 4.1.5 we know that Xy(K;�x) belongs to Aul . Hence we obtain= T (�x)L( i2 )�0� 12l Xy(K;�x)
 = T (�x)U(�( i2 ))Xy(K;�x)
= T (�x)�l(Xy)(K;x)
 = �l(Xy)(K; 0)
:Since the �rst and the last expression are a�liated with M(K) we obtain for B1; B2 2M0(K) the relation(B1
; f�r(X)(K; 0)gyB2
) = (B1
; �l(Xy)(K; 0)B2
):This shows the lemma.We have established a map from a family of operators a�liated with Mr0 to a familyof operators a�liated with Ml0 and also the inverse of this map. From this result onecould derive the wedge{duality if one would know the invariance of these families underthe modular automorphism groups �tr and �tl repsectively. We do not know this because�tr maps elements a�liated with the algebraM(K);K �W r to an element a�liated withMr(K�(t)). But for elements belonging to the latter algebra Thm. 4.1.7 has not beenproved.For this reason we will try to "dualize" Thm. 4.1.7 and establish a map from a denseset ofM0l0 toM0r0. If these sets are invariant under the modular action of the correspondingalgebras it will be possible to show that the modular groups are the same. This programcan only work with some density requirements. We start with some notation.4.1.12 De�nition:We introduce the following sets:Dr : = fX(K;x)
;X(K; 0) 2 Aur ; K + x �WrgDyr : = fXy(K;x)
;X(K; 0) 2 Aur ; K + x �WrgDl : = fX(K;x)
;X(K; 0) 2 Aul ; K + x �WlgDyl : = fXy(K;x)
;X(K; 0) 2 Aul ; K + x �WlgIn the sequel we will need the sets Dr and Dl to de�ne the modular groups uniquely.We put this in the form of a 58



HJB|Apr./994.1.13 Requirement:We introduce the following conditions:(a) The sets Dr and Dyr are both a core for �r.(b) The sets Dl and Dyl are both a core for ��1r .Before coming to the duality result we need to introduce two more sets. They will bethe objects of the investigations.4.1.14 De�nition:(a) By Bur we denote the set of linear operators X a�liated with M0l0 ful�lling the prop-erties(i) L(t)X
 has in t an analytic continuation into the strip S(� 12 ; 0) with continuous boun-dary{values at =mt = � 12 and(ii) L(t)Xy
 has in t an analytic continuation into the strip S(0; 12 ) with continuous boun-dary{values at =mt = 12 .(b) By Bul we denote the set of linear operators X a�liated with M0r0 ful�lling the prop-erties(i) R(t)X
 has in t an analytic continuation into the strip S(0; 12 ) with continuous boun-dary{values at =mt = � 12 and(ii) R(t)Xy
 has in t an analytic continuation into the strip S(� 12 ; 0) with continuousboundary{values at =mt = 12 .Note thatM0r0 is invariant under the action of R(t) and hence there are many elementsin Bul . First we look at the action of the Lorentz group.4.1.15 Lemma:Suppose X 2 Bur then the vector{functionU(�(t))X
can be analytically continued into S(� 12 ; 0) and has continuous boundary values at=mt = � 12 .If X 2 Bul then we obtain an analytic continuation into S(0; 12 ) again with continuousboundary values.Proof : We look at the functionF (t; s) := �0itl L(s)X
:By de�nition of Bur this function has in s an analytic continuation into the strip S(� 12 ; 0)and we obtain F (t; s � i2 ) = L(s � i2 )�0itl X
:Since Xy
 is in the domain of L( i2 ) i.e., JlXy
 in the domain of L(� i2 ) this function hasin t an analytic continuation into S(� 12 ; 0) and we �ndF (t � i2 ; s � i2) = L(s � i2 )�itl JlXy
:59



HJB|Apr./99Because of Eq. (4.1.5) we obtain by Lemma 4.1.2 the stated result. If X belongs to Bulthen the result follows by symmetry.Before coming to the duality result we need one more preparation.4.1.16 Lemma:Let M1; M2 be two commuting algebras with common cyclic and separating vector 
.Assume X1 is a�liated with M1 and X2 with M2 then one �nds(Xy1
;X2
) = (Xy2
;X1
):Proof : Let X1 be the closure of X1 it can be written asX1 = V jX1j = V Z 10 �dE�with V and E� belonging to M1. The requirement that 
 is in the domain of X and ofXy implies that both 
 and V �
 belong to the domain of jX1j. Hence to a given � > 0exists a �0 such thatk(X1 � V jX1jE�0)
k � �; k(Xy1 �E�0 jX1jV �)
k � �:Since jX1jE�0 belongs to M1 we obtain the estimatej(Xy2
;X1
)� (Xy1
;X2
)j � �(kXy2
k+ kX2
k):Since X2
 and Xy2
 are �xed vectors we obtain the lemma.A similar result is the following4.1.17 Proposition:Assume X is a�liated with M0l0 such that L(t)X
 has an analytic continuation intoS(� 12 ; 0) with continuous boundary values and L(t)Xy
 can be continued into S(0; 12 )again with continuous boundary values then for B 2 Ml0 one �nds:(L(� i2 )X
; B�
) = (B
; L( i2 )Xy
):A corresponding relation holds if we interchange left with right.Proof : Since Ml0 is invariant under the action of L(t) there exists a �{strong subal-gebra ofMl0 of analytic elements. Let B belong to this set then we �nd(L(� i2 )X
; B�
) = (X
; L(� i2 )B�L( i2 )
) =(L( i2 )B
;Xy
) = (B
; L( i2 )Xy
):60



HJB|Apr./99Since the two vectors L(� i2 )X
 and L( i2 )Xy
 are �xed we can go to the �{strong closureof the B's and obtain the stated result. The second statement follows by symmetry.Using these preparations we obtain4.1.18 Proposition:Assume that the Requirement 4:1:13 holds then(a) to every X 2 Bur exists an element �r(X) a�liated with M0r0 such that the followingrelation holds: U(�(� i2 ))X
 = �r(X)
:(b) To every Y 2 Bul exists an element �l(Y ) a�liated with M0l0, so thatU(�( i2))Y 
 = �l(Y )
holds.Proof : By symmetry it is su�cient to show (a). Let X(K; 0) 2 Aur ; x+K �W r andY 2 Bur and look at the expression(U(�(� i2 ))Y 
;X(K;x)
) = (L(� i2 )�0 12l Y 
;X(K;x)
)(L(� i2 )JlY y
;X(K;x)
) = (JlX(K;x)
; L( i2 )Y y
):Combining Lemma 4.1.16 with Prop 4.1.17 we can commute the operators and we get(L(� i2 )Y 
; JlXy(K;x)
) = (Xy(K;x)
; JlL( i2 )Y 
):Since by Requirement 4.1.13 both Dr and Dyr are a core for � 12r we see that the two vectorsU(�(� i2 ))Y 
 and JlL( i2 )Y 
 are in the domain of the Tomita conjugation of M0r0 andful�l SU(�(� i2 ))Y 
 = JlL(� i2 )X
. This implies (see [BR79] Prop. 2.5.9) that thereexists an operator �r(Y ) a�liated withM0r0 ful�lling the stated relation.Next we look at the properties of the maps �r and �l.4.1.19 Lemma:(a) For X 2 Bur we obtain �r(X) 2 Bul .(b) For Y 2 Bul we have �l(Y ) 2 Bur .(c) The maps �r and �l are the inverse of each other and hence �r maps Bur onto Bul andvice versa.Proof : (a) The relations�r(X)
 = U(�(� i2 ))X
 = L(� i2 )JlXy
61



HJB|Apr./99show that �(X)
 is in the domain of L( i2 ). Next we get thatf�r(X)gy
 = JlL(� i2 )X
 = L( i2 )JlX
belongs to the domain of L(� i2 ) and hence �r(X) belongs to Bul . Statement (b) is shown inthe same way. From U(�( i2))�r(X)
 = U(�( i2 ))U(�(� i2 ))X
 we see that �l(�r(X)) = Xholds, which shows (c).As further preparation we need4.1.20 Lemma:Let N � M be two von Neumann algebras with common cyclic and separating vector 
.If �N and �M commute then the two von Neumann algebras coincide.Proof : We look at the expression D(t) = ��itM �itN . By Lemma 2.3.2 this can beanalytically continued into S(0; 12 ) as a bounded operator{valued function. At the upperboundary one gets D( i2 ) = � 12M�� 12N = JMJN :Since, by assumption, the two modular operators commute it follows that also the twomodular conjugations commute. Next we look at the functionsF+(t) = (
; A��itM �itNB
)F�(t) = (
; B��itN �itMA
)with A 2 M0 and B 2 N . By choice of A and B the two functions coincide for real t.Next we look at the boundaries and obtain by the commutativity of the J 0sF+(t + i2) = (
; A� 12M��itM�itN�� 12N B
)= (JM�itMB
; JN�itNB�
)= (JM�itMA
; JM�itNB�
):Notice that Ad JN (�tM(A)) belongs to N and AdJM(�tN (B�)) belongs toM0 so that theseoperators commute. On the other hand we getF�(t� i2 ) = (
; B�� 12N ��itN � 12M�itMB
)= (JN�itNB
; JM�itMB�
)= (JM�itNA�
; JN�itMB
):From this computation we obtain that F+(t+ i2 ) and F�(t� i2 ) coincide. Hence we obtaina bounded periodic function which, therefore, is constant. This implies by the cyclicity of
 that �itM and �itN coincide. But this implies N =M (see e.g. [KR86] Theorem 9.2.36)62



HJB|Apr./99After all these preparations we are ready for the main result of this subsection.4.1.21 Theorem:Assume that the Requirement 4:1:13 is satis�ed. Then the theory ful�ls wedge{duality.Proof : Since the modular group �itl commutes with the Lorentz transformations andwith L(t) it follows that Bur is invariant under the modular group �tl . Therefore, we lookat the expressions�r(�tl (X))
 = U(�(� i2 ))�itl X
 = �itl U(�(� i2 ))X
 = �itl �r(X)
and f�r(�tl (X)gy
 = JlL(� i2)�0itl X
 = �0itl JlL(� i2 )X
 = �0itl f�r(X)gy
:The operator �r maps Bur onto Bul , so that we obtain��12r �itl �r(X)
 = �`itl ��12r �r(X)
:Since the algebra M0r0 is invariant under L(t) we see that the elements, which areanalytic with respect to the action of L(t), are �{strongly dense in M0r0. But this impliesthat Bul 
 is dense in H and is a core for the generator of �itr . The same holds if weinterchange right and left. Since it is also invariant under the action of �0� 12l we concludethat the operators ��12r and �0� 12l commute and the theorem is a consequence of Lemma4.1.20.Now we are prepared to show the main result.4.1.22 Theorem:Given a Lorentz covariant QFTLO in the vacuum sector. Then the following conditionsare equivalent:(1) The theory ful�ls wedge{duality.(2) The set fA(K;x)g, such that(�) K + x �W r,(�) U(�(t))A(K;x)
 has a bounded analytic continuation into the strip S(� 12 ; 0) withcontinuous boundary values,(
) U(�(t))A�(K;�x)
 has a bounded analytic continuation into the strip S(0; 12 )with continuous boundary value,is �{strong dense in Mr0.Proof : Assume �rst that we have wedge{duality. Then we have only one modulargroup and we can write U(�(t)) = F (t)�it where F (t) is a continuous representation ofthe one{parametric group mapping everyM(K) into itself. Hence there exists a �{strongdense subalgebra Manal(K) � M(K) of elements entire analytic in the action of F (t).Let now K +x �W r and A(K;x) be such an analytic element. Then U(�(t))A(K;x)
 =63



HJB|Apr./99F (t)�itA(K;x)
 can be analytically continued into S(� i2 ; 0). If we look at the operatorA�(K;�x) we obtain the corresponding result for the opposite wedge. Hence (2) is ful�lled.Conversely if (2) is satis�ed then also the Requirement 4.1.13 is satis�ed because theset Ar is Lorentz invariant and �{strong dense inMr0 and hence also a core for � 12r . Fromthis follows by Thm. 4.1.21 that the wedge{duality is ful�lled.The content of this subsection is taken from [Bch96].4.2) The reality condition and the Bisognano{WichmannpropertyIn the discussion at the beginning of this section we saw that we must solve twoproblems before we can prove the PCT{theorem. The �rst was the wedge{duality, cor-responding to the properties of the index space of Wightman �elds. The second was thereality condition implying that every Wightman �eld has its conjugate complex partner.In analogy we pose:4.2.1 Reality condition:We say a Poincar�e covariant theory of local observables in the vacuum sector, which sat-is�es the wedge duality, ful�ls the reality condition if:(i) Every A(K; 0) 2 Ar \ Al and every x such that K + x �W r ful�ls the relationcA�(K;PW x) = fÂ(K;PW x)g�:(ii) 
 is cyclic for the setfA(K;x);A(K; 0) 2 Ar \ Al; and K + x �W rg:With this notation we obtain:4.2.2 Theorem:In a representation of a Poincar�e covariant theory of local observables in the vacuum sectorthe modular group associated with the algebra of any wedge coincides with the correspondingLorentz boosts i� the theory ful�ls wedge duality and the above reality condition with respectto the Lorentz transformations.Proof : If we know that U(�(t)) and �itW coincide then by Thm. 4.1.21 one has wedgeduality. Moreover, the reality condition is ful�lled because for every A(K;x) 2 M(W r)one has cA�(K;x)
 = U(�(� i2 ))A�
 = � 12WA�
 = JAJ
;and � 12W Â(K;x)
 = JA�J
 = fJAJg�
:64



HJB|Apr./99Hence the reality condition is ful�lled.Next assume wedge duality and the reality condition. Let A(K; 0) 2 Ar \ Al andA(K;x) 2 M(W r). Take an element B 2 M(W l) and look at the matrix elementsF+(s; t) = (
; B�isr U(�(t))A(K;x)
)F�(s; t) = (
; A(K;x)U(�(�t))��isr B
)Bringing B and �isr to the left side we see that F+(s; t) can be analytically continued intothe tube domain (s; t) 2 S(0; 12 ) � S(� 12 ; 0). Correspondingly F�(s; t) has an analyticcontinuation into the domain (s; t) 2 S(� 12 ; 0)� S(0; 12 ). Next we look at the coincidencedomains. Since A(K;x) 2 M(W r) and B 2 M(W l) we have by wedge duality F+(s; t) =F�(s; t) for all (s; t) 2 IR2. Next we look at F+(s + i2 ; t � i2 ). The modular theoryyields h
B�is� 12r = h
JrB�Jr�isr . By the above result about the analytic continuationof U(�(t))A(K;x)
 we know that there exists an element Â(K;PW x) 2 M(W l) withU(�(� i2 ))A(K;x)
 = Â(K;PW x)
. Hence we �nd:F+(s + i2 ; t � i2 ) = (
; JrB�JrU(�(t))Â(K;PW x)
):Next we want to compute F�(s � i2 ; t+ i2 ). We start withF�(s; t) = (U(�(t))A� (K;x)
;��isr B
):From this we obtain:F�(s � i2 ; t+ i2) = (U(�(t � i2 )A�(K;x)
;��is� 12r B
)= (U(�(t))cA� (K;PWx)
;��isJrB�Jr
):Because of the reality condition we �nd:= (
; Â(K;PW x)U(�(�t))��isr JrB�Jr
):By the wedge duality we obtain JrB�Jr 2 M(W r). Since Â(K;PW x) belongs to M(W l)we obtain F+(s + i2 ; t � i2 ) = F�(s� i2 ; t+ i2):By both coincidences and the edge of the wedge theorem, Thm. 1.4.1, we obtain a boundedperiodic function F (s; t) = F (s � i; t+ i). Since bounded entire functions are constant we�nd F (s;�s) = const = F (0; 0);(
; B�isU(�(�s))A(K;x)
) = (
; BA(K;x)
):SinceM(W l)
 and fA(K;x)
g are dense in H, where A(K; 0) ful�ls the reality condition,we obtain �isr U(�(�s)) = 1l. 65



HJB|Apr./994.3) The PCT{theoremNow we are prepared for the proof of the PCT-theorem under the assumption thatthe wedge{duality and the reality condition are ful�lled. Starting from the Ansatz Eq.(4.0.1) one has to solve two problems:1) Since � shall be a local transformation, also JW must be local. Since the map A
 !A�
 is local, and since by Thm. 4.2.2 �1=2W and U(�W (� i2 ) coincide, we know that theproduct SW = JW�1=2W = JWU(�W (� i2 )) (4:3:1)acts local. Therefore, JW and U(�W (� i2 )) must act local at the same time. The answerto this question is closely related to the next one.2) The operator product JWU(RW (�)) shall be independent of the choice of the wedgeW . Using Eq. (4.3.1) we obtain JW = U(�W (� i2 ))SW and consequentlyJWU(RW (�)) = U(�W (� i2 ))U(RW (�))SW ; (4:3:2)where we have used the fact that U(RW (�)) maps the algebra M(W ) onto itself, whichimplies, that SW and U(RW (�)) commute. We will apply the expression (4.3.2) to vectorsof the form A(K;x)
 with K + x �W . Therefore, problem 2) is solved ifU(�W (� i2 ))U(RW (�))A�(K;x)
 is independent of W . (As long as K + x � W .) Theproduct U(�W (� i2 ))U(RW (�)) is nothing else but the element �1l. Since we get toU(�W (� i2 ))U(RW (�))A(K;x)
 by analytic continuation, we have to make sure that fordi�erent W the continuation gives a unique answer.We start with the uniqueness problem because its answer is needed for the solu-tion of the locality{question. For simplicity of notation we restrict ourselves to the four{dimensional Minkowski space. In this case the Lorentz group is six{dimensional. First,with help of the Malgrange{Zerner theorem 1.4.2 we will construct a function on the com-plex Lorentz group. The points U(�W (� i2 )) will be points on the boundary of the domainwhich we construct. Therefore, we must convince ourselves that U(�) is single valued onthat domain.Let D be a double cone such that its closure does not contain the origin. We choosea wedge with D �W . Let G be the (connected) Lorentz group and setN(D) = fg 2 G; D � gWg: (4:3:3)Since W is open, N(D) is open and contains the identity of the group.4.3.1 Lemma:There exist g1 = 1; g2; :::; g6 2 N(D) and T1; :::T6 > 0 such thatD � �g6W (t6):::�g1W (t1)Wfor jtij < Ti; i = 1; :::; 6. The elements g2; :::; g6 can be chosen in such a way that thegenerators of the groups �giW (ti) are linearly independent.66



HJB|Apr./99Proof : Let the neigbourhood of the identity N1(D) be a subset of N(D) such thatg1; :::; g6 2 N1(D) implies g1:::g6 2 N(D). Since N1(D) is a neighbourhood of the identityexists g1 = 1; g2; :::; g6 2 N1(D) such that the generators of �giW (t) are linearly indepen-dent. Choosing Ti such that �giW (ti) 2 N1(D) for jtij < Ti then the statements of thelemma are ful�lled.With help of the last lemma we can construct an analytic function on parts of thewhole complex Lorentz group Ĝ.4.3.2 Proposition:With the assumptions and notations of the last lemma, the functionU(�g6W (t6)):::U(�W (t1))A
; A 2 M(D); D �W (4:3:4)has an analytic continuation into all t{variables. The function Eq. (4:3:4) is the boundaryvalue of an analytic function holomorphic in some domain in Ĝ.Proof : For t6; :::; ti+1; ti�1; :::; t1 real and in their proper domain the above functioncan in the variable ti be analytically extended into the strip S(� 12 ; 0). Therefore, theMalgrange{Zerner theorem, Thm. 1.4.2, implies that the product Eq. (4.3.4) has ananalytic continuation in all t variables into some domain which still has to be determined.It is clear from the construction that the real function is the boundary value of the analyticcontinuation.Next we want to determine the domain of holomorphy of this function. This calcula-tion will be done by mapping the strip S(� 12 ; 0) bi{holomorphic onto itself in such a waythat the interval jxj < T is mapped onto IR and the rest of the boundary onto � i2 + IR.This is achieved by the transformation� = 12� log 1� e�2�Te2�T � 1 e2�T � e�2�ze�2�z � e�2�T : (4:3:5)In this new variables we obtain as domain of holomorphy0 > 6Xi=1 =m�i > �12 : (4:3:6)If the elements g0; :::; g6 are properly chosen then an interior point of the � variablescorresponds to an interior point in the ĝ variables.In the �{variable the domain (4.3.6) is convex and hence simply connected. Since thetransformation (4.3.5) is bi{holomorphic, it follows that also the image in the t{variables issimply connected. Hence there are no monodromy problems in these variables. Therefore,we have to show that the inverse transformation of (4.3.5) sends the boundary points6Xi=1 =m�i = �12 and <e �i = 0 (4:3:7)67



HJB|Apr./99to some set where the inverse map is unique. To this end we need the inverse transformationof (4.3.5), which is z = 12� log (1� e�2�T ) + (e2�T � 1)e2��(e2�T � 1) + (1� e�2�T )e2�� : (4:3:8)For ti = i�; � 12 � � � 0 we obtain with x0; :::; x3 the basis in the W{frame�gW (i� ) = gix0i cos 2�� hgix0 � igix0i sin 2�� hgix1� igix0i sin 2�� hgix1 + gix1i cos 2�� hgix1+ gix2ihgix2 + gix3ihgix3: (4:3:9)As long as we restrict ourselves to the set � 12 � � � 0, the representation (4.3.9) is one toone. Because of the additivity theorems of the spherical functions this statement remainstrue for the domain (4.3.7). Hence we obtain U(�gW (�i=2))A
 = U(�RgW (�))A
 witha unique representation of the element �1.Collecting the result of the discussion we obtain:4.3.3 Proposition:Let D be a double cone such that the closure of D does not contain the origin. Then forA 2 M(D) and g such that D � gWU(�gW (� i2 ))U(RgW (�))A
is independent of g.Proof : From the above discussion we know that the statement is true for g in asu�ciently small neighbourhood of the identity in G. But this implies that it is true forall g 2 N(D).Next we turn to the locality problem.4.3.4 Proposition:Let D be a double cone and let closureD �W , then for A 2 M(D) one �ndsJWAJW 2 M(PWD);where PW denotes the re
ection in the characteristic two{plane of W .Proof : Let KW (D) be the cylindrical set generated from D by applying the trans-lations in the directions perpendicular to the characteristic two{plane. Then Thm. 4.1.7implies U(�W (� i2 ))A
 = Â
 with Â 2 M(PWKW (D)). Hence we obtainU(RW (�))U(�W (� i2 ))A
 = U(RW (�))Â
:68



HJB|Apr./99Since by Prop. 4.3.3 the operator on the left side is independent of W we getAdU(RW (�))Â 2 \g2N(D)M(�KgW (D)):Using Lemma 4.1.9 we are allowed to shift D inside the wedge, then doing the re
ection,and afterwards shift back without changing the result. So we getAdU(RW (�))Â 2 \D+x�W \g2N(D+x)M(�KgW (D) =M(�D):From this we obtain as mentioned before JWA
 = B
 with B 2 M(PWD). Since 
 isseparating forM(W 0) we obtain JWAJW 2 M(PWD). This shows the proposition.From this we obtain with Eq. (4.0.1)4.3.5 Theorem:Every QFTLO which ful�ls wedge duality and the reality condition is PCT convariant.4.4) The Bisognano{Wichmann property and the constructionof the Poincar�e groupWe saw that the PCT{theorem is closely connected with the Bisognano{Wichmannproperty (see Def. 3.1.8) i.e., the modular group of every wedge acts like the associatedgroup of Lorentz boosts. If we assume that the theory ful�ls the Bisognano{Wichmannproperty, then one can ask wether or not all these modular groups �t together and give riseto a representation of the Poincar�e group. If the dimension of the Minkowski space is twothen one has only the right and the left wedge and their translates. Since the Bisognano{Wichmann property implies that the translates of the wedge along the lightlike vectorsful�l the condition of half{sided modular inclusion, the translations are obtained by theconstruction of Wiesbrock [Wie93],[Wie97a] (see 2.6) which together with the modulargroup of the wedge give rise to a representation of the Poincar�e group [Bch92]. Hence theconstruction procedure contains new aspects if the dimension of the Minkowski space is atleast three.A �rst treatment of this problem is due to Brunetti, Guido, and Longo [BGL94].They used the �rst and the second cohomology of the Poincar�e group and showed that themodular groups of all wedges give rise to a representation of the covering of the Poincar�egroup. In a second paper Guido and Longo [GL95] generalized their method to charged�elds and showed that in this frame the connection between spin and statistics is ful�lled.Here we will use a construction which is based entirely on the principle of half{sidedmodular inclusions. It has the advantage that it gives directly a representation of thePoincar�e group and not of its covering [Bch98b]. In order to avoid index manipulationwe represent the result for the four{dimensional Minkowski space. The construction is inthree steps. First we construct the translations by using the half{sided modular inclusionsof wedges and their translates. Then we show that the algebra of the intersection of twowedges with a common lightlike vector ful�l the condition of half{sided modular inclusion69



HJB|Apr./99with respect to the algebras of the wedges. This will allow us to construct the translationalpart of the stabilizer group of the common lightlike vector. Since this group connects themodular groups of di�erent wedges we can, in the third step, construct the whole Poincar�egroup.First step: Construction of the translationsWe start our investigation by looking at the family of wedges W [`; `0; a] where ` and`0 are �xed and a is of the form a = �`+ �`0. Therefore, we suppress in the �rst part theindices [`; `0] and write simply W [a];�[a]it, and so on.Let W [a] and W [a + �`] be two wedges and � > 0. Then by Bisognano{Wichmannproperty the algebraM(W [a+ �`]) ful�ls the condition of �half{sided modular inclusionwith respect to the algebra M(W [a]). Hence by Thm. 2.6.2 a unitary group U [a; �`](t)exists with positive generator ful�llingAdU [a; �`](1)M(W [a]) =M(W [a + �`]): (4:4:1)Furthermore, this group satis�es the following properties (e(t) = e�2�t):U [a; �`](t)
 = 
;Ad�[a]itU [a; �`](s) = U [a; �`](e(t)s);AdU [a; �`](s)M(W [a]) =M(W [a+ s�`]);U [a; �`](1� e(t)) = �[a+ �`]it�[a]�it: (4:4:2)These formulas follow from Thm. 2.6.2. together with Eq. (4.4.1). Because of Thm. 2.6.5the group U [a; �`](s) is uniquely de�ned by the properties listed in the �rst and third linetogether with the positivity of the spectrum. From the last line of (4.4.2) we obtainU [a; �`](1) = limt!1�[a+ �`]it�[a]�it: (4:4:3)Notice that by the last line of (4.4.2) the limit converges in the weak and hence in thestrong topology. Moreover, from representation (4.4.3) we see that U [a; �`](s) acts like thetranslation in the ` direction. Hence by the uniqueness Thm. 2.6.5 we �nd that this isindependent of a, i.e. U [a; �`](t) = U [b; �`](t): (4:4:4)The mentioned uniqueness of the groups U [a; �`](t) implies for �; � 6= 0 the identityU [a; �`](s) = U [a; �`](��s): (4:4:40)Hence we only have to deal with groups U [`](s).Using the wedge W [a] again we can construct a group U [a; `0](s) in the same manner.By proper de�nition, this group satis�es again the spectrum condition and the relationssimilar to (4.4.2)-(4.4.4). The only change isAd�[a]itU [a; `0](s) = U [a; `0](e(�t)s): (4:4:20)70



HJB|Apr./99Also here we obtain a group U [`0](s) which does not depend on the �rst parameter.It remains to show that the groups U [`](s) and U [`0](s) commute. To this end wenotice that we can mapM(W [a]) onto M(W [a+ t`� s`0]) in two di�erent ways, namelyusing either M(W [a+ t`]) orM(W [a � s`0]) as intermediate algebra. This yieldsM(W [a+ t`� s`0]) = AdU [`0](�s)U [`](t)M(W [a]);M(W [a+ t`� s`0]) = AdU [`](t)U [`0](�s)M(W [a]):We want to show that the product of translation operators coincide. Therefore, we computewith help of (4.4.2) and (4.4.2') and obtainU [a + t`; `0](�s(1 � e(��)))U [a; `](t(1 � e(�))) =�[a+ t`� s`0]i��[a+ t`]�i��[a+ t`]i��[a]�i�;U [a� s`0; `](t(1 � e(�)))U [a; `0](�s(1� e(��))) =�[a+ t`� s`0]i��[a� s`0]�i��[a� s`0]i��[a]�i�:Using the independence of the �rst parameter we obtainU [`0](a)U [`](b) = U [`](b)U [`0](a): (4:4:5)Having constructed the Poincar�e group in two dimensions we have to go to higherdimensions. First we want to show that the translations de�ned in different two{planesalso commute. To this end we �x a lightlike direction ` and look at the family of wedgesde�ned by ` and another lightlike vector fW [`; `0]; `0 6= `g. Using the �half{sided modu-lar inclusions M(W [`; `1; �`]) � M(W [`; `1; 0]) and M(W [`; `2; �`]) � M(W [`; `2; 0]) weobtain two di�erent translation groups U [`; `1; `](t) and U [`; `2; `](t) respectively. Bothgroups act like translations on every double cone and hence on every wedge. Therefore,by Thm. 2.6.5 they have to coincide. Hence the groups depend only on the direction ofthe translations and not on the two{plane which has been used for constructing them.Consequently we obtain groups U [`](t). From this it follows that all these groups U [`](s)commute for di�erent `, since for every two di�erent `'s there exists a wedge which isde�ned by these two vectors. Since all these unitary groups ful�l the spectrum conditionthere exists a group V (a); a 2 IR4 such that U [`](s) coincides with V (s`). Hence we haveconstructed the translation group of IR4 which transforms by the modular groups in theexpected way.We collect the results obtained so far:4.4.1 Lemma:Assume all modular groups of the wedge algebras act like their associated Lorentz groups.Then a unique continuous representation of the translation{group V (a) exists which ful�lsspectrum{condition and acts geometrically on the local algebrasAdV (a)M(D) =M(D + a);71



HJB|Apr./99where D denotes a double cone. (It is assumed, that M(D) coincides with the intersectionof the wedge algebras of all wedges containing D.) This representation V (a) is containedin the algebra generated by the modular groups.Moreover, the modular groups of the wedges and the translations transform each otheras if they were members of a unitary representation of the Poincar�e group.Proof . We know that V (a) transforms the algebras of the wedges in the geometricmanner. This implies the correct action onM(D) by passing to the intersection. The restfollows from (4.4.2) and (4.4.2') and the fact that every translation can be decomposedinto translations in lightlike directions.From this result we obtain4.4.2 Proposition:Let a representation of a theory of local observables ful�l the above{mentioned conditions.Then this representation ful�ls wedge duality, i.e.M(W [`; `0])0 =M(W [`0; `]):Proof . Since in every two{dimensional subspace associated with a wedge we have arepresentation of the Poincar�e group which acts local and since the Lorentz boosts coincidewith the modular group it follows that for every localized operator A belonging to theright wedge the expression U(�(t))A
 has a bounded analytic continuation into the strip�12 < =mt < 0 with continuous boundary values. This follows from the fact that A
 is inthe domain of � 12 . Hence the conditions of Thm. 4.1.22 are ful�lled and the theory obeyswedge duality.Since an algebra and its commutant has up to a sign the same modular group weobtain the following symmetry: �[`; `0]it = �[`0; `]�it: (4:4:6)Second step: The stabilizer group of a light rayNext we want to construct the translational part of the stabilizer group of any lightray ` 2 @V +. To this end we look at the family of wedges having one light ray in common,fW [`; `2]; ` �xedg: (4:4:7)It is well known that the stabilizer S(`) of a lightlike vector is isomorphic to the euclideantransformation of IR2. (See e.g. Gelfand, Minlos and Shapiro [GMS63].) The rotations arethe transformations around the space{direction of the light ray. In order to understandthe translations let us introduce a second lightlike vector `2 which we choose in such away that `; t; `2 lie in one two{plane. Let T (`) be the tangent hyperplane at the forwardlightcone V + containing the vector `. Then the a�ne hyperplane `2+T (`) intersects @V +in a two-dimensional set (parabola) homeomorphic to IR2. The translations of S(`) havethis set as orbit. 72



HJB|Apr./99In the concrete example ` = (1; 1; 0; 0); `2 = (1;�1; 0; 0); these translations become(a = (a1; a2) 2 IR2) �`(a) =0BB@ 1 + a22 �a22 a1 a2a22 1� a22 a1 a2a1 �a1 1 0a2 �a2 0 1 1CCA : (4:4:8)(See also R. Jost [Jo65] Appendix.) It is easy to check that this is a representation of thetwo{dimensional translation group,�`(a)�`(b) = �`(a + b):Setting `2(a) = �`(a)`2 then one �nds�[`; `2(a)](t) = �`(a)�[`; `2](t)�`(�a): (4:4:9)Using Eqs. (1.5.3) and (4.4.8) then simple calculations imply�[`; `2](t)�`(a)�[`; `2](�t) = �`(e(t)a); (4:4:90)or more general�[`; `2(a)](t)�[`; `2(b)](�t) = �[`; `2(a)](t)�`(b � a)�[`; `2(a)](�t)�`(a� b)= �`((1� e(t))(a � b)): 4:4:10From this we obtain: �`(a � b) = limt!1�[`; `2(a)](t)�[`; `2(b)](�t): (4:4:11)In order to show that the corresponding limits of products of modular operators existand de�ne a commutative group we need once more the principle of half{sided modularinclusion. The crucial result is:4.4.3 Theorem:Let the theory ful�l the Bisognano{Wichmann property. Then the algebra M�W [`; `1] \W [`; `2]� ful�ls the condition of �half{sided modular inclusion with respect to both algebrasM(W [`; `1]) and M(W [`; `2]).Proof : By Def. 1.5.2 of the wedge one hasW [`1; `2] = fx; (`1; x) < 0; (`2; x) > 0g:This implies W [`; `1] \W [`; `2] = fx; (l; x) < 0; (`i; x) > 0; i = 1; 2g:73



HJB|Apr./99With `2 = �` + �`1 + `?; �; � > 0 and �[`; `1](t)` = e(t)`;�[`; `1](t)`1 = e(�t)`1 weobtain: �[`; `1](t)`2 = e(t)�` + e(�t)�`1 + `?;(x;�[`; `1](t)`2) = e(t)�(x; `) + e(�t)�(x; `1) + (x; `?)= (x; `2) + �(e(t) � 1)(x; `) + �(e(�t) � 1)(x; `1):This expression is positive for t � 0. This implies that the algebra of the intersection ful�lsthe condition of �half{sided modular inclusion with respect to the algebra of the wedgeW [`; `1]. By symmetry we obtain the statement of the theorem.4.4.4 Remark: If we look at three wedges with one common lightlike vector `, i.e.W [`; `1];W [`; `2];W [`; `3] then the algebra of the intersectionM�W [`; `1] \W [`; `2] \W [`; `3]� (4:4:12)also ful�ls the condition of �half{sided modular inclusion with respect to all three algebrasW [`; `i]; i = 1; 2; 3. This is a consequence of the identityM�W [`; `1]\W [`; `2] \W [`; `3]�=M�W [`; `1] \W [`; `2[� \M�W [`; `1] \W [`; `3]�and the fact that both algebras on the right side ful�l the condition of �half{sided modularinclusion with respect to M(W [`; `1]) and hence also for the intersection. For the othertwo algebras the statement follows by symmetry.Looking at Eq. (4.4.11) we see that we have to show that the corresponding product�[`; `2(a)]it�[`; `2(b)]�it converges for t!1 strongly to a unitary operator U`(a; b) andthat this operator acts local on every double cone, i.e.,AdU`(a; 0)M(O) =M(�`(a)O):4.4.5 Lemma:The product �[`; `2(a)]it�[`; `2(b)]�itconverges for t!1 strongly to an operator U`(a; b). This operator acts geometrically onlocal algebras, i.e. AdU`(a; b)M(D) =M(�`(a � b)D): (4:4:13)Proof . Since by Thm.4.4.3M(W [`; `2(a)]\W [`; `2(b)]) ful�ls the condition of �half{sided modular inclusion with respect to the algebras M(W [`; `2(b)]) and M(W [`; `2(a)])there exist by Theorem 2.6.2 two one{parametric unitary groups U`[a; b; a](t); U`[a; b; b](t)with the propertiesM�W [`; `2(a)] \W [`; `2(b)]� = �AdU`[a; b; a](1)M(W [`; `2(a)]);AdU`[a; b; b](1)M(W [`; `2(b)]): (4:4:14)74



HJB|Apr./99Both these groups ful�l similar properties as listed in (4.4.2). From this we deriveAdU`[a; b; a](1)�1U`[a; b; b](1)M(W [`; `2(b)]) =M(W [`; `2(a)]): (4:4:140)These operators are connected with the modular operators of the algebras and their inter-sections by the formulasU`[a; b; a](1 � e(t)) = �[\]it�[`; `2(a)]�it;U`[a; b; b](1 � e(t)) = �[\]it�[`; `2(b)]�it;where �[\] denotes the modular operator of the intersection. We �ndU`[a; b; a](1 � e(t))�1U`[a; b; b](1 � e(t)) = �[`; `2(a)]it�[`; `2(b)]�it:This shows that for t ! 1 the product on the left converges weakly and hence alsostrongly. Therefore, also the right side converges strongly. Since the approximations�[`; `2(a)]it�[`; `2(b)]�it act geometrically we see that this is also true for the limitU`(a; b) = limt!1U`[a; b; a](1 � e(t))�1U`[a; b; b](1 � e(t)): (4:4:15)Equation (4.4.10) shows that the limit acts as stated in the lemma.Next we have to show that the operators U(a; b) depend only on the di�erence (a� b)and that the operators V (a � b) = U(a; b) de�ne a representation of the two dimensionaltranslation group.4.4.6 Lemma:The operators U`(a; b) depend only on the di�erence of the argumentsU`(a; b) = V `(a � b):These operators de�ne a continuous representation of the two{dimensional abelian group�`(a) V `(a)V `(b) = V `(a + b); a; b 2 IR2:Proof : From the relation U`(a; b) = U`[a; b; a](1)�1U`[a; b; b](1) we concludeU`(a; b)U`(b; a) = 1: (4:4:16)Since the subalgebrasM�W [`; `2(a)] \W [`; `2(b)]� and M�W [`; `2(a)] \W [`; `2(c)]�ful�l both the condition of �half{sided modular inclusion with respect to the two algebrasM(W [`; `2(a)]) and by Remark 4.4.4 the triple intersectionM�W [`; `2(a)] \W [`; `2(b)] \75



HJB|Apr./99W [`; `2(c)]� ful�ls also the condition of �half{sided modular inclusion with respect toM(W [`; `2(a)]). By symmetry the same holds with respect to the algebrasM(W [`; `2(b)]);M(W [`; `2(c)]). Hence we obtain, as in the last lemma, three groupsU`[a; b; c; a](t); U`[a; b; c; b](t); U`[a; b; c; c](t):Now we can represent U`(a; b) with help of these operatorsU`(a; b) = U`[a; b; c; a](1)�1U`[a; b; c; b](1):This leads to the relation U`(a; b)U`(b; c)U`(c; a) = 1;U`(a; b)U`(b; c) = U`(a; c): (4:4:160)Since Eq. (4.4.13) holds for every double cone D we conclude that U`(a; b) andU`(a + c; b + c) di�er only by a phasefactor. If we set U`(a; b) = V `(a � b)f(a; b) wheref(a; b) is the phasefactor, then the second equation of (4.4.16') implies that V `(a) is arepresentation of the central extension of the group �`(a). This implies by Eq. (4.4.9)AdU`(a; b)�[`; `2(c)]is = �[`; `2(c+ a� b)]is;AdU`(a; b)U`(c; d) = U`(c+ a� b; d + a� b): (4:4:17)The second line follows from the �rst by inserting a product and taking the limit. Now westart from the last equation of (4.4.16') and use the last line of (4.4.17),U`(a; b)U`(c; d) = U`(a; b)U`(c; b)U`(b; d)= U`(c+ a � b; a)U`(a; b)U`(b; d) = U`(a + c� b; d):Taking the inverse of this relation we obtain with (4.4.16)U`(a; b)U`(c; d) = U`(a; d � (c� b)); (�)whereby the arguments have been renamed. Comparing the last two equations, we getwith f = c� d the equation U`(a + f; b) = U`(a; b � f):This shows that U`(a; b) depends only on the di�erence{variable. We setV `(a� b) = U`(a; b) = U`(a� b; 0): (4:4:18)Inserting this into (�) we �ndV `(a� b)V `(c� d) = V `(a � d+ c� b):76



HJB|Apr./99Hence the V `(a) de�ne an abelian representation of the two{dimensional translation group.It remains to show that this is a continuous representation. Knowing that V `(a) is arepresentation of �`(a) we conclude from Eqs. (4.4.12),(4.4.9') and Lemma 4.4.5Ad�[`; `2(b)]itV `(a) = V `(e(t)a): (4:4:19)Since the modular group is continuous we see that V `(a) is continuous in radial direction.Multiplying this expression with V (b) we see that V (e(t)a+ b) is continuous in t for everyvalue of a and b. Hence V (a) is continuous.Third step: construction of the rotationsOur aim is to show that the operators �[`1; `2]it generate a representation of theLorentz group. Therefore, we have to show thatY�[`(i)1 ; `(i)2 ]it(i) = 1l (4:4:20)holds in case the equation Y�[`(i)1 ; `(i)2 ](t(i)) = 1 (4:4:21)is ful�lled. To show this we are only allowed to make transformations which do not changethe conclusion, i.e. the transformations implied by the Bisognano{Wichmann propertyand those derived from this. We will �nd other transformations by looking at half{sidedmodular inclusions.We say two expressions containing elements of the Lorentz group are equivalent, if thecorresponding products of operators �[`1; `2]it and V `(a) ful�l the same equation.4.4.7 Lemma:Every element �[`1; `2](t) is equivalent to a product of the formAd f�`(a)�`0(b)g�[`; `0](t0)where t0 is either t or �t.Proof . We look at the transformation �[`1; `2](t). If `1 = ` and `2 = `0 then we getthe lemma with a = b = 0. If `1 = `0 and `2 = ` then we use (4.4.6) for transforming theelement to the previous situation. If one of the two vectors `1; `2 coincides with ` we canassume that this is `1. Then there is a transformation �`(a) mapping `2 onto a multipleof `0. Therefore, �[`; `2](t) is equivalent to Ad�`(a)�[`; `0](t). If one of the two vectors`1; `2 coincides with `0 we can assume that this is `2. By the same argument we �nd that�[`; `2](t) is equivalent to Ad�`0(b)�[`; `0](t).Assume next that `1 and `2 are not multiples of ` or `0. Then there is a transformation�`(a) mapping `2 onto a multiple of `0. By this transformation `1 is mapped onto `3.Hence we get a transformation �`0(b) which maps `3 onto a multiple of `. Since thistransformation does not change `0 the original transformation is mapped onto �[`; `0](t).If one of the vectors is already in the right position then we need only one transformation.77



HJB|Apr./99If necessary we can change the order of vectors because of (4.4.6). Hence every element�[`1; `2](t) is equivalent to an element of the formAd f�`(a)�`0(b)g�[`; `0](t0)where t0 is either t or �t.Using this lemma we show:4.4.8 Lemma:Every product nYi=1�[`(i)1 ; `(i)2 ](t(i))is equivalent to the product �[`; `0](t(0)) mYi=1�`0(b(i))�`(a(i)): (4:4:22)Proof . Using the last lemma we replace every �[`(i)1 ; `(i)2 ](t(i)) by an element of theformAd f�`(a0(i))�`0(b0(i))g�[`; `0](t0(i)). Using (4.4.19) in the formAd�[`; `0](t)�`(a) = �`(e(t)a);Ad�[`; `0](t)�`0(a) = �`0(e(�t)a) (4:4:190)we can commute all �[`; `0](t0(i)) to the front and multiply them. Therefore, we end upwith an expression listed in the lemma. Since the �`(a) and the �`0(a) are groups allarguments are unequal to zero except perhaps for the �rst �`0(b) or the last �`(a).Using this lemma we have to investigate expressions of the form (4.4.22). For furthersimpli�cation of this expression we must investigate the rotations.Let x0 be a timelike vector in the two{plane spanned by ` and `0, and let �`(a) bean element in the stabilizer group of `. Then �`(a)x0 is a vector on which we can apply�`0(b). There will be an element b(a) such that �`0(b(a))�`(a)x0 belongs to the two{planecontaining `; `0 and x0. In this situation s(a) exists such that �[`; `0](s(a)) maps this vectorback to x0. Therefore, the product represents a rotation�[`; `0](s(a))�`0 (b(a))�`(a) = R(`; a): (4:4:23)In the same manner we obtain a second rotation if we start with �`0(a),�[`0; `](s0(a))�`(b0(a))�`0 (a) = R(`0; a): (4:4:230)78



HJB|Apr./99First we need to determine b(a); s(a) and the element R(`; a) and b0(a); s0(a) and R(`0; a)respectively. This we do in our standard coordinate system. �`(a) maps the vector x0onto �`(a)x0 = (1 + a22 ; a22 ; a1; a2) and hence we get�`0(b)�`(a)x0 = �(1 + b22 )(1 + a22 ) + b22 a22 + (b; a);� b22 (1 + a22 ) + (1 � b22 )a22 � (b; a); b1(1 + a2) + a1; b2(1 + a2) + a2�:This vector belongs to the plane spanned by ` and `0 forb(a) = � a1 + a2 : (4:4:24)Inserting this we �nd�`0(b(a))�`(a)x0 = (2 + 2a2 + a42(1 + a2) ; 2a2 + a42(1 + a2) ; 0; 0):This implies�[`; `0](s(a)) = 12(1 + a2) 0B@ 2 + 2a2 + a4 �(2a2 + a4) 0 0�(2a2 + a4) 2 + 2a2 + a4 0 00 0 1 00 0 0 11CA (4:4:240)from which follows e(s(a)) = 1(1 + a2) : (4:4:2400)In order to compute the rotation R(`; a) notice �rst that �`(a) leaves the vector(1; 0; 0) � (0; a1; a2) unchanged. The same holds for �`0(� a1+a2 ) and �[`; `0](s(a)) so that1kak (1; 0; 0)� (0; a1 ; a2) is the axis of rotation. (The multiplication is the vector{product inIR3.) The angle of rotation can be computed by applying R(`; a) to the vector (0; 1; 0; 0).One �nds�[`; `0](s(a))�`0 (b(a))�`(a)(0; 1; 0; 0) =11 + a2 (0; 1� a2;�2a1;�2a2) = 1� a21 + a2 (0; 1; 0; 0) � 2a21 + a2 (0; 0; a1kak ; a2kak ):This implies the following characterization of R(`; a)R(`; a) : ( axis of rotation : 1kak (1; 0; 0) � (0; a1; a2);angle of rotation : cos' = 1�a21+a2 ; sin' = � 2kak1+a2 : (4:4:24000)79



HJB|Apr./99By similar computation one �ndsb0(a) = a1 + a2 ; (4:4:25)�[`; `0](s0(a)) = 12(1 + a2) 0B@ 2 + 2a2 + a4 (2a2 + a4) 0 0(2a2 + a4) 2 + 2a2 + a4 0 00 0 1 00 0 0 11CA ; (4:4:250)e(s0(a) = (1 + a2); (4:4:2500)R(`0; a) : ( axis of rotation : 1kak (1; 0; 0)� (0; a1; a2),angle of rotation : cos' = 1�a21+a2 ; sin' = 2kak1+a2 . (4:4:25000)Fixing the axis of rotation and replacing in (4.4.23) and (4.4.23') the Lorentz trans-formations by its representants then we obtain a family of representationsU(R(`; d; ')) = �[`; `0]is(a)V `0(� a1 + a2 )V `(a): (4:4:26)In this formula d means the normalized rotation axis. The angle ' does not admit thevalue �. In the original de�nition ' was non{negative, but we can drop this restriction byidentifying R(`; d;�') with R(`;�d; ').Next we investigate the rotations de�ned in (4.4.26). First we show:4.4.9 Lemma:The operators U(R(`; d; ')) de�ned in Eq. (4:4:26) do not depend on the argument `. Theyare continuous in the direction d and in the angle provided �� < ' < �.Proof . First we show that U(R(`; d;  )) is continuous in  . Notice �rst thatV `0(� a1+a2 )V `(a) is weakly continuous in a and by the unitarity of the product alsostrongly continuous. Repeating this argument we �nd that the expression �[`; `0]is(a)V `0(� a1+a2 )V `(a) is continuous in a. If we keep the direction of a �xed then we obtainthat U(R(`; d;  )) is continuous in  .Next we show that the expression U(R(`; d; ')) depends continuously on `. Notice�rst that the de�nition of U(R(`; d;  )) implies the relationAdU(R(`; d;  ))�[`1; `2]it = �[R(`; d;  )`1; R(`; d;  )`2]it:Consequently (4.4.26) impliesAdU(R(`; d;  ))U(R(`1 ; d; ') = U�R(R(`; d;  )`1; d; ')�; (4:4:260)in case `1 is perpendicular to d. From this we obtain continuity in ` since we know thecontinuity of U(R(`; d;  )) in  . 80



HJB|Apr./99Let now ' be an irrational multiple of 2�. Then fn' mod 2�; n 2 ZZg is dense inthe open interval (��; �). Choosing  = ' in (4.4.26') and `1 = ` then we obtainU(R(`; d; ')) = U(R(R(`; d; ')`; d; ')):Iterating this equation we get:U(R(`; d; ')) = U(R(Rn(`; d; ')`; d; '))= U(R(R(`; d; n')`; d; ')); n 2 ZZ:Using the continuity in ` we �nd that U(R(`; d; ')) is independent of `, provided '=2� isirrational. Since U(R(`; d; ')) is continuous in ' it follows the independence of ` for all '.Since U(R(d; ')) is continuous in ' we conclude fromAdU(R(d0 ; '))U(R(d;  )) = U(R(R(d0 ; ')d;  ))that U(R(d; ')) is also continuous at d in any direction. Since this is true for any point don the unit{sphere we obtain continuity in d.Knowing the identity of the di�erent representations of the rotations we can make afurther transformation of the expression (4.4.22).4.4.10 Lemma:The expression (4:4:22) is equivalent to one of the expressions�[`; `0](t0)�`(a0) mYi=1R(`; d(i); '(i));�[`; `0](t0)�`0(a0) mYi=1R(`; d(i); '(i)): (4:4:27)Proof . Assume that at the end of (4.4.22) there is an element �`(a). We can replaceit by �`0( a1+a2 )�[`; `0](�s(a))�[`; `0](s(a))�`0 (� a1+a2 )�`(a). The last three factors give riseto an elementR(`; d(a); '(a)). By using (4.4.19') the �{factor can be commuted to the left.The remaining �`0{factor can be combined with the factor of the same kind which was tothe left of �`(a). Therefore, at the end we �nd after these manipulations an expression ofthe form �`0(b)R(`; d(a); '(a)). Now we can perform with �`0(b) the similar manipulationand obtain a factor R(`0; d(b); '(b)). This can be replaced by R(`; d(b);�'(b)). So weobtained for the last two factors of (4.4.22) the factors R(`; d(b);�'(b))R(`; d(a); '(a)).Repeating this procedure we end up with one of the expressions (4.4.27). If there is anelement �`0(b) at the end of (4.4.22) the procedure is the same.We are interested in the situation where the expression (4.4.27) is of the value 1. Inthis situation (4.4.27) can be simpli�ed. 81



HJB|Apr./994.4.11 Lemma:Assume (4:4:27) has the value 1. Then one �nds �[`; `0](t0) = 1 and �`(a0) = 1 and�`0(a0) = 1.Proof . We consider the �rst line of (4.4.27). Since the product has the value 1 itfollows that ` is mapped onto itself. Since the �rst two factors leave the direction of `unchanged the same must be true for the product of the rotations. But this implies thatthe product of the rotations, which does not change t, maps ` onto itself. Hence we get�[`; `0](t0)` = ` which implies t0 = 0. Since the product of the rotations maps ` onto itselfit also keeps `0 �xed, which must be true also for �`(a0) = 1. This implies a0 = 0. Thesecond line of (4.4.27) can be handled in the same manner.Knowing that U(R(d; ')) depends only on the direction of the axis of rotation andthe rotation angle we have to show that these operators form for �xed axis of rotation arepresentation of the circle group.4.4.12 Proposition:For �xed axis of rotation the operators U(R(d; ')) give rise to a representation of therotation group. This implies in particular thatU(R(d; �)) = lim'%�U(R(d; '))exists and U(R(d; ')) is continuous in ' on the whole circle.Since the proof of this proposition is straight forward but lengthy we will present itin the appendix.Now we are prepared for the main result.4.4.13 Theorem:Assume the modular group of every wedge algebraM(W [`1; `2; a]) acts on every algebra of a double cone like the associated group of Lorentzboosts. Then the modular groups �it[`1; `2; a] de�ne a representation of the Poincar�e group.Proof . In the beginning we have constructed the translation so that it remains toconstruct the Lorentz transformations. To this end we have to show that the equationQ�[`(i)1 ; `(i)2 ](t(i)) = 1 implies the relation Q�[`(i)1 ; `(i)2 ]it(i) = 1l. We saw in (4.4.22) thatthe product can be transformed into�[`; `0](t(0)) mYi=1�`0(b(i))�`(a(i)) = 1:To show this the principle of half{sided modular inclusion was needed. Using Lemma 4.4.10and Lemma 4.4.11 the product in question can be transformed into QR(`; d(i); '(i)) = 1.So it remains to show that this implies QU(R(`; d(i); '(i)) = 1l. From the relationAdU(R(d1; '1))U(R(d2; '2) = U(R(R(d1; '1)d2; '2)82



HJB|Apr./99it follows that the operators U(R(d; ')) give rise at most to a central extension of therotation group. Since we know that the representations are unique for the rotations arounda �xed axis we conclude by Mackey's method of induced representations [Mac68] that theU(R(d; ')) form a single valued representation of the whole rotation group. Hence followsQU(R(`; d(i); '(i)) = 1l.Appendix:Proof of Proposition 4.4.12: Due to the independence of U(R(`; d; ')) from ` we obtainwith a2 = 1 the relation�[`; `0]is(�a)V `0(� �a1 + �2 )V `(�a) = �[`; `0]�is(�a)V `( �a1 + �2 )V `0(��a): (4:4:28)Applying Ad�[`; `0]it to this relation we �nd by (4.4.19')�[`; `0]2is(s)V `0(�e(�t)�a1 + �2 )V `(e(t)�a) = V `( e(t)�a1 + �2 )V `0(�e(�t)�a): (4:4:280)Notice: If we �x the vector ` and the axis of rotation d then we have also �xed a. Therefore,we obtain�[`; `0]is(�a)V `0(� �a1 + �2 )V `(�a)�[`; `0]is(�a)V `0(� �a1 + �2 )V `(�a) (4:4:29)for the product of two rotations around the same axis. Using (4.4.19') this expressionbecomes�[`; `0]i(s(�a)+s(�a))V `0(�e(s(�a))�a1 + �2 )V `(e(�s(�a))�a)V `0(� �a1 + �2 )V `(�a): (4:4:290)We want to apply formula (4.4.28') to the third and fourth factor of the expression (4.4.29').This implies the following identi�cations:e(�t)� = �1 + �2 ;e(t)�1 + �2 = e(�s(�a))� = �(1 + �2): (4:4:30)For the last transformation we have used (4.4.24"). Since the left sides have the same sign,this must also hold for the right sides. Hence we get the restriction �� > 0. We can solve(4.4.30) and obtain 1 + �2 = 11� �� ;e(t)� = �(1 + �2)1� �� ; �� 6= 1; �� > 0;e(�t)�1 + �2 = �(1� ��)1 + �2 : (4:4:300)83



HJB|Apr./99Inserting (4.4.30') into (4.4.29') then the expression (4.4.29) obtains the form�[`; `0]i(s(�a)+s(�a))V `0(� �a(1 + �2)(1 + �2) )�[`; `0]2i(s(�a)�V `0(��(1 � ��)1 + �2 a)V `(�(1 + �2)1� �� a)V `(�a)= �[`; `0]2i(s(�a)+2s(�a)V `0(�h e(2s(�a))�a(1 + �2)(1 + �2) ) + �(1� ��)1 + �2 a)�a)�V `(h�(1 + �2)1� �� + ��a): (4:4:3000)The argument of the operator V ` becomes �+�1��� . For computing the argument of V `0notice �rst the relatione(2s(�a)) = e(s(�a))2 = 1(1 + �2)2 = (1 � ��)2:Inserting this we �nde(2s(�a)) �(1 + �2)(1 + �2) + �(1 � ��)1 + �2 ) = ��1� �� (1� ��)2(1 + �2)(1 + �2)= �+�1���1 + � �+�1����2 :If we set �+ �1� �� = � (4:4:31)then the product (4.4.29) becomes�[`; `0]i(s(�a)+s(�a)+2s(�a))V `0(� �1 + �2 )V `(�): (4:4:29000)Finally it remains to look at the exponent of the modular operator. We know e(s(�a)) =11+�2 , which implies s(�a) = � log(1 + �2). Hence we obtains(�a)+s(�a) + 2s(�a) = � log(1 + �2)(1 + �2)(1 + �2)2= � log (1 + �2)(1 + �2)(1 � ��)2 = � log�1 + � �+ �1� ���2� = � log(1 + �2):Since � is symmetric in � and � it follows that the rotations around a �xed axis commuteand give rise to a rotation (provided �� 6= 1). It remains to show that the relation84



HJB|Apr./99'(�a) +'(�a) = '(�a) is ful�lled. From (4:4:24000) we obtain ei'(�a) = (1�i�)21+�2 from whichwe get ei'(�a)ei'(�a) = (1� i�)21 + �2 (1 � i�)21 + �2 = �1� i �+�1����21 + � �+�1����2 :This shows that the group{relations are ful�lled.The restriction for the calculation was �� > 0 and �� 6= 1. Therefore, we have tolook at the angle � and at the product with di�erent signs of the angle. Let us regard thesecond problem �rst. We �nd with (4.4.24") and (4.4.28)n�[`; `0]is(�a)V `0(� �a1 + �2 )V `(�a)o�1 = V `(��a)V `0(� �a1 + �2 )�[`; `0]�is(�a)= �[`; `0]�is(�a)V `(�e(s(�a))�a)V `0(e(�s(�a)) �a1 + �2 )= �[`; `0]�is(�a)V `(� �a1 + �2 )V `0(�a)= �[`; `0]�is(�a)�[`; `0]2is(�a)V `0( �a1 + �2 )V `(��a):This implies R(d; ')�1 = R(d;�'); �� < ' < �:From this we obtain the multiplication rule (' >  ):R(d; ')R(d;� ) = R(d; '�  )R(d;  )R(d;� ) = R(d; '�  ):A similar calculation is valid for ' <  . We have to discuss the point ' = �.We de�ne R(d; �) := R(d; �=2)2. Since R(d; ') is continuous in ' we see by themultiplication rule and the continuity of the square that R(d; ')2 is de�ned for all valuesof ' 6= �. It remains to show that the product rule is ful�lled also for ' = �. Notice�rst that R(d; �=2)2 = R(d; ')R(d; � � ') = R(d; �) holds for 0 < ' < �. From this oneobtains R(d; �)R(d; ') = R(d; � + '2 )R(d; � � '2 )R(d; ') = R(d; � + '2 )2= R(d; ' � �):Moreover, we get with 0 < ' < �=2,R(d; �)2 = R(d; � � ')R(d; ')R(d; � � ')R(d; ') = R(d; � � ')2R(d; ')2 =R(d;�2')R(d; 2') = 1:This implies R(d; �) = R(d;��) and the proposition is proved.85



HJB|Apr./994.5) The approach of Buchholz and SummersWe saw that the Bisognano{Wichmann property for the modular groups impliesLorentz covariance, wedge duality and the PCT{theorem, provided the algebras of thedouble cones are the intersection of the wedge algebras. This implies in particular, thatthe modular conjugations of the wedge algebras act as re
ection, i.e.JWM(D)JW =M(PWD): (4:5:1)Here PW is the re
ection in the characteristic two{plane of the wedge W , which leavesthe apex of the wedge unchanged. If a is in the characteristic two{plane of W and W =W (`1; `2; a) then with x = �`1 + �`2 + x? one obtainsPWx = ��`1 � �`2 + x? + 2a: (4:5:2)If the theory ful�ls Eq.(4.5.1) for every double cone then we say it ful�ls the Bisognano{Wichmann property for the modular conjugations. Since the Poincar�e group is generatedby the re
ections (if the dimension of the Minkowski space is larger than two), it is naturalto ask whether or not one can derive the Poincar�e covariance also from the Bisognano{Wichmann property for modular conjugations. Using some additional assumptions thisquestion has been answered for the translation positively by Buchholz and Summers [BS93].Since every double cone is the intersection of wedges, it is no restriction if one requiresEq. (4.5.1) only for wedges. In a recent paper Buchholz, Dreyer, Florig and Summers[BDFS98] have generalized this setting by requiring that the modular conjugation of everywedge algebra maps only the family of all wedge algebras onto itself. This contains ahidden version of the wedge duality. Adding to this the assumptions that the modularconjugations preserve (I) isotony and (II) stability of non{intersection, they were able toshow the following: Every transformation T of the set of wedges onto itself, and whichtogether with its inverse ful�ls (I) and (II), is a Poincar�e transformation. If, in addition,the considered set of transformations T is a group, which acts transitively on the setof wedges and if the Minkowski space is four dimensional, then this group contains theidentity component of the Poincar�e group. In a very recent paper Buchholz, Florig andSummers [BFS99] showed that the adjoint representation of the translations of this group,acting on the wedge algebras, is necessarily continuous.The group representation obtained from the modular conjugations must not ful�lthe spectrum condition. In order to obtain this condition one has to add additional as-sumptions. The authors of [BDFS99] called one of the possibilities the modular stabilitycondition.It is interesting to notice that the method of Buchholz, Summers and co{workers canbe transcribed to quantum �eld theories on de Sitter space. Whether or not this methodcan be generalized to other manifolds can only be answered by future calculations.Here we will present the construction of the Poincar�e group and show the continuityproperty of the translations. The continuity of the Lorentz transformations will only bediscussed. Our construction of the Poincar�e transformation di�ers in some points fromthat of [BDFS99]. 86



HJB|Apr./99In this section we de�ne wedges slightly di�erent from the notation in Sect. 1.5.Here W (`1; `2; a) means that the lightlike vectors `1; `2 belong either to @V +; @V � or to@V �; @V +, i.e. (`1; `2) < 0, and that the wedge W (`1; `2; a + �1`1 + �2`2) � W (`1; `2; a)for �1; �2 � 0. This description is symmetric in both lightlike vectors and is better suitedfor dealing with time{ or space re
ections.4.5.1 De�nition:Let W denote the set of all wedges. By T we denote the set of all transformations T ,T :W �!W;such that T�1 exists and T as well as T�1 ful�l:(I) Isotony, i.e. W1 �W2 implies T (W1) � T (W2) and T�1(W1) � T�1(W2).(II) Stability of non{intersection, i.e. W1 \ W2 = ; implies T (W1) \ T (W2) = ; andT�1(W1) \ T�1(W2) = ;.With these assumptions we will show:4.5.2 Theorem:Let the dimension of the Minkowski space be larger than 2. Then every transformationT 2 T is an element of the full Poincar�e group enlarged by the dilatations.Before we come to the proof we introduce some4.5.3 Notation:(i) Let ` be a lightlike vector, then H(`; a) denotes the set of vectors x such that (x�a; `) =0. This is an a�ne hyperplane of dimension d� 1.(ii) Recall that the characteristic two{plane of a wedge W (`1; `2; a) is the plane generatedby `1 and `2.(iii) The supporting plane of the wedge W (`1; `2; a) is the intersection of the two a�nehypersurfaces H(`1; a) and H(`2; a).(iv) Let ` be a lightlike vector. By X (`) we denote the set of wedges such that one of itsvectors coincides (up to a positive factor) with `. This means that the vector ` belongsalways to V + or always to V �.(v) Let ` be a lightlike vector. By X(`; a) we denote the set of wedges in X (`) such thattheir supporting planes belong to H(`; a).(vi) Let `1; `2 belong to di�erent light cones. Then Y(`1; `2) denotes the set of all translatesof W (`1; `2; 0).(vii) Y (`1; `2; a; `1) denotes the set of wedges in Y(`1; `2), such that their supporting planesbelong to H(`1; a). Y (`1; `2; a; `2) is de�ned similarly.(viii) F (a) denotes the set of all wedges such that a is contained in their supporting planes.Using only the isotony property of the elements in T we show:4.5.4 Lemma:Every T 2 T maps the sets Y (`1; `2; a; `1) onto the sets Y (`01; `02; a0; `01) and also classesY(`1; `2) onto classes Y(`01; `02). 87



HJB|Apr./99Proof : Since all elements in Y(`1; `2) have the same lightlike vectors it follows that totwo of the wedges exists a third containing both. Hence by isotony T maps Y(`1; `2) ontoa class of the same kind. Since the intersection of the characteristic two{plane with thesupporting plane is one point, the elements in Y(`1; `2) can be uniquely characterized by apoint in the characteristic two{plane. This two{plane is isomorphic to the two dimensionalMinkowski space. De�ning a map such that the multiples of the vector ` belonging to V +are mapped onto the x+ axis and the negative of the multiples of the vector ` belongingto V � are mapped onto x�, then the order of inclusion in Y(`1; `2) becomes the orderby V + in the two{dimensional Minkowski space. By this transformation T induces anorder preserving map 
(T ) on the two{dimensional Minkowski space. Hence by a result ofZeeman [Ze64] 
(T ) sends light rays onto light rays. This is equivalent to the statementthat T sends Y (`1; `2; a) onto sets of the same kind.Next we want to show that T maps families X (`) onto families of the same kind. Forthis result also the non{intersection property is needed.4.5.5 Lemma:Every T 2 T sends families of the form X(`; a) onto families of the same form. Inparticular classes X (`) are sent onto classes X (`0).Proof : Choose a family Y (`1; `2; a; `1) and look at the elements in W which havean empty intersection with every element in Y (`1; `2; a; `1). These consist of the unionof all Y (�`1; `3; b;�`1) such that b = a + �(�`2) with � � 0. Notice that the familyY (�`1; `3; b;�`1) is ordered. We say Y (�`1; `3; b1;�`1) � Y (�`1; `3; b2;�`1) if every el-ement in Y (�`1; `3; b2;�`1) is contained in one element belonging to Y (�`1; `3; b1;�`1).Thus the maximal element is of the form Y (�`1; `3; a;�`1), and hence the union of themaximal elements is just X(�`1; a). Since T preserves order of inclusion it also preservesthe order �. Hence T mapsX(�`1; a) into sets of the same kind. But since T is a bijectionit follows that the map is surjective. Using isotony again we �nd that the family of setsX (`) is mapped by T onto itself.Next we want to look at the families F (a) and want to show that they are mappedonto families of the same kind. For this we need several preparations.4.5.6 Corollary:Every element T 2 T maps opposite wedges onto opposite wedges.Proof : A wedge W (`1; `2; a) is the unique element belonging to X(`1; a) \ X(`2; a).The opposite wedge is the intersection of X(�`1; a) with X(�`2; a). Since X(�`i; a) is themaximal element in the complement of X(`i; a), i = 1; 2 we see that T maps X(�`i; a)onto the maximal element in the complement of T (X(`i; a)). This implies the statementof the corollary.Let us take d linear independent lightlike vectors in V +. Then the point f0g can becharacterized in d di�erent ways, namely by the intersection of the supporting planes ofthe wedgesW (�`i; `j ; 0); i 6= j. If we apply T to this situation then every of these familiesde�ne a point a0i. We want to show that all these points coincide.88



HJB|Apr./994.5.7 Lemma:Let `i; i = 1; :::d be lightlike vectors belonging to @V �, and T 2 T . Let the vectors `i be suchthat their images `0i are linearly independent. (Such families exist because of the propertyof T�1.) Let a be �xed. Consider the d families of d�1 wedges fW (�`i; `j ; a); i 6= jg. ForT 2 T let T (W (�`i; `j ; ai;j)) =W (�`0i; `0j ; a0i;j). The intersection of the supporting planesof W (�`0i; `0j ; a0i;j) for �xed i de�nes a point a0i. Then all the a0i coincide.Proof : From Lemma 4.5.5 and Cor. 4.5.6 we know that T (W (�`i; `j ; a)) is of theformW (�`0i; `0j ; a0i;j), where `0i is independent of the other arguments. Moreover, Cor. 4.5.6implies that we can choose a0i;j = a0j;i. Since a0i;j and a0i belong both to the supportingspace of T (W (�`i; `j ; a)) we can write a0i;j = a0i+�i;j , where the vector �i;j is perpendicularto `0i and `0j . From this we obtain by taking the di�erence of a0i;j and a0j;i that a0i � a0j isperpendicular to `0i and `0j. Because of a0i � a0j = (a0i � a0k) � (a0j � a0k); k 6= i; j we obtainthat a0i � a0j is also perpendicular to `0k. Since these vectors are linear independent we geta0i = a0j .Next we generalize this result.4.5.8 Lemma:Let T 2 T . Let `i; i = 1:::d + 1 be vectors belonging to V �. Assume that the vectors `iare such that the d vectors `0j; i 6= j, i �xed are linear independent. Assume all wedgesW (�`i; `j ; ai;j ) are such that their supporting planes contain the point a. Then the sup-porting planes of the images W (�`0i; `0j ; a0i;j) contain a unique point a0.Proof : Let a0i be the unique point of the family W (�`0i; `0j ; a0i;j ) described in the lastlemma. Then one has the relation a0i;j = a0i+ �i;j , where the vector �i;j is perpendicular to`0i and `0j . From a0i;j = a0j;i one obtains a0i� a0j is perpendicular to `0i and `0j . Writing againa0i � a0j = (a0i � a0k)� (a0j � a0k) we obtain that a0i � a0j is also perpendicular to `0k; k 6= i; j.Hence these di�erences vanish.Combining the last two lemmata we obtain4.5.9 Corollary:Let T 2 T . Then T maps a family F (a) onto a family of the same type, i.e. onto F (a0).The induced map � : a! a0 is a bijection of the Minkowski space.Proof : We start with d vectors `i 2 @V � such that their images `0i are linear indepen-dent. Then the images of the wedges W (�`1; `i; a) de�ne the point a0. It remains to showthat the image of W (`d+1; `d+2; a) contains the point a0 in its supporting plane. Assumethe additional vector belonging to @V + is `d+1. If now `0i; i = 1:::d and �`0d+1 are suchthat every d{tuple of these vectors are linear independent, then we can replace `1 by �`d+1without changing the point a0. If `d+1 is not in such situation, then we may succesively varythe vectors `i without changing the point a0 such that the new vectors `i and �`d+1 are inthe situation described above. Since �`d+1 and `d+2 and hence also �`0d+1 and `0d+2 aredi�erent we can repeat this procedure without changing the �rst vector, which is �`d+1.Replacing now `2 by `d+2 we �nd that the supporting plane of W (`d+1; `d+2; a) containsthe point a0. So T maps F (a) onto F (a0). From the uniqueness of the action on classes89



HJB|Apr./99Y (`1; `2; a; `1) it follows that the associated map � on the Minkowski space is injective.Since T�1 has the same property it follows that the associated map � is a bijection.Now we are in the position to show Thm. 4.5.2.Proof of Thm. 4.5.2: From the investigation of X (`) we know that the map ` ! `0sends @V + either to @V + or to @V �. The second situation can be reduced to the �rst bymultiplying T with the time inversion. Let a2 = a1 + �` with ` 2 @V + and � > 0. Welook at the sub{family of F (a1) respectively of F (a2) consisting of F (ai) \ X(`; a1). Wedenote these sets by F (ai; `). The situation a2 = a1+ �` with the above conditions can becharacterized by the condition: To every W2 in F (a2; `) exists an element W1 in F (a2; `)such that W2 �W1 holds. Since a wedge W (`0; `02; a) is contained in a wedge belonging toF (a01; `0) only if a = �1`0 + �2`02; �i � 0, and since the inclusion holds for all possible `02,we conclude by the isotony condition a02 = �0`0. This implies that � maps light rays ontolightrays. Hence by the result of Zeeman [Zee64] or Borchers and Hegerfeldt [BH72] weconclude that � is from the Poincar�e group enlarged by the dilatations. From the relationT (F (a)) = F (�a) we conclude that T de�nes the same group as the group of the � 's.Now we restrict our attention to the modular conjugations of the wedges W 2 W.Let TW be the corresponding map in T . Before we introduce the requirements for themaps TW , we add one remark. If G is a subgroup of T which acts transitive on W, and ifthe Minkowski space has dimension 4, then it is claimed in [BDFS98] that G contains theidentity component of the Poincar�e group. We will use this result which is plausible forarbitrary dymension. For the following treatment of TW we need some4.5.10 Notations:(1) Let W be a wedge, then we denote by GW the subgroup of the Poincar�e group whichmaps W onto itself.(2) G1W denotes the intersection of GW with the identity component of the Poincar�e group.(3) Let ` be a lightlike vector, then we denote by G` the translational part of the stabilizergroup of ` (see Sect. 4.4).Because of the special structure of wedges, DW consists of two parts, the euclideangroup of the supporting plane ofW , and that part of the invariance group of the character-istic two{plane, which maps the wedge onto itself. The latter part consists of the Lorentzboosts associated with the wedge, and the time re
ection (wich is di�erent for di�erentwedges),For the transformations TW associated with the modular conjugation of the algebrabelonging to W we impose the following4.5.11 Requirements:(i) The group generated by all the TW acts transitive on W.(ii) If two wedges have a non{trivial intersection, then the intersection of the wedge{algebras is large. This implies TW (W ) \W = ;:(iii) Since TW is the image of the conjugation associated withM(W ) we require that TWcommutes with every element in G1W , i.e.TW Tg = TgTW ; Tg 2 G1W :90



HJB|Apr./99(iv) Since TW represents a conjugation we must haveT 2W = 1:With these requirements one obtains4.5.12 Theorem:Let TW ful�l the requirements 4:5:1, then one has TW = PW , where PW is the totalre
ection in the characteristic two{plane. This implies in particular the wedge dualityTW (W ) =W 0:Proof : We �rst draw a consequence of condition (ii), and assume that 0 is contained inthe supporting plane of the wedge. Let W =W (`1; `2; 0) then we know that TW (W ) mustbelong to the union of X(�`1; a); a = ��`2; � � 0 and X(�`2; a); a = ��`1; � � 0. Inorder to obtain a wedge in that set we put T 0W = (�`PW ; a) with �` 2 G`1 or �` 2 G`2 . Thevector a belongs to the characteristic two{plane of the wedge and one has to distinguishthree possibilities:(i) �` 2 G`1 ;�` 6= 1 implies a = ��`2 + �`1; � > 0; � 2 IR.(ii) �` 2 G`2;�` 6= 1 implies a = ��`1 + �`2; � > 0; � 2 IR.(iii) �` = 1 implies that a belongs to the complement of W .Since T 0W and TW map W onto the same wedge, they di�er only by an elementTg 2 GTW (W ). For simpler writing we commute Tg with T 0W and obtain an element in GW .Therefore, TW has the form TW = (�`PW Tg; a);with �`; PW ; Tg; a as described above.Next we turn to the requirement (iii). From the above mentioned structure of GW weknow that Tg maps the supporting plane of the wedge onto itself. The same is true for PW .If �` is not the identity then the image of the supporting plane is no longer the originalsupporting plane. Since TW has to commute with all translations in the supporting planewe conclude �` = 1. Since (PW ; 0) and (1; a) commute both with the transformationgroup of the supporting plane, also Tg must commute with these transformations. HenceTg must have the form Tg = T cg T sg , where T sg is the identity on the characteristic planeand a multiple of the identity in the supporting plane, i.e. either the identity or the totalre
ection on this plane T cg lies in the group generated by the Lorentz boosts and the timere
ection. Since PW commutes with the Lorentz boosts also T cg has to commute with theLorentz boosts. This implies that T cg contains no time re
ection, and hence it can onlybe a Lorentz boost of the wedge. It remains lo look at the translations (1; a). Since theonly vector in the characteristic two{plane invariant under the Lorentz boosts is f0g, alsoa must vanish. Therefore, TW has the formTW = PW�W (t)T sg :91



HJB|Apr./99�W (t) is a Lorentz boost of the wedgeW and T sg is either the identity or the total re
ectionof the supporting plane. Notice that these transformations commute. Therefore condition(iv) implies �W (t) = 1. So it remains TW = nPW ;�1:Finally condition (i) implies TW = PW :For shifted wedges we obtain TW by translations. Assume for instance W =W0 + a witha in the characteristic two{plane of W . Then one obtainsP aW = P 0W + 2a:This implies wedge duality.Let Tj be the subgroup generated by the modular conjugations of all the wedges inW. Assume one is dealing with a QFT on a Hilbert space H and that there exists a vector
 2 H, which is cyclic and separating for all wedge algebras M(W ). Assume, moreover,that the modular conjugation JW ful�ls the relationJWM(W1)JW =M(TW (W1));JWJW1JW = JTWW1 ; JW = JW :Then the JW generate an adjoint representation of the determinant +1 part of the Poincar�egroup.Next we want to show that the representation generated by the JW is a true repre-sentation. Let W1; :::Wn be wedges such thatn�i=1TWi = 1 (4:5:3)holds, then one has to show n�i=1JWi = 1l: (4:5:4)To this end we choose an arbitrary W and look at the expression n�i=1JWi :JW . Using theabove relation one obtainsn�i=1JWiJW = n�i=1JWiJTWnWJWn = :::= JTW1 :::TWnW n�i=1JWi = JW n�i=1JWi :Therefore, n�i=1JWi belongs to the center of the group generated by the JW 's. We nowrestrict to the four{dimensional situation. Later we will see that the group representationis continuous. 92



HJB|Apr./99It remains to show that we are dealing with a true representation of tha Poincar�egroup. We know from section 4.4 how tedious such calculations are. Therefore, we skipthis calculation and refere to the original paper [BDFS98]. Collecting the results we obtain4.5.13 Theorem:Let the dimension of the Minkowski space be 4, the representation of the \+00part of thePoincar�e group induced by the JW 's is a true representation.Next we are coming to the continuity problem and its solution described in [BFS99].4.5.14 Proposition:Let U(�; a) be the representation of the Poincar�e group obtained by the products of theJW 's. Then U(1; a) is strongly continuous.Proof : LetW be a wedge such that f0g belongs to the supporting plane ofW . Choosea 2 W (in the characteristic two{plane of W ) and de�ne f [t>0M(W + ta)g00 = M. Byconstruction one has M � M(W ).Let Jt be the modular conjugation of M(W + ta).We want to show that Jt converges strongly to J0. We know from Thm. 2.1.1 that Jtconverges strongly to J , where J denotes the modular conjugation of M. Moreover, onehas for su�ciently small t1Ad (J0Jt1)M(W + t2a) =M(W + (t2 � t1)a) �M:Consequently Ad (J0JM(W + t2a) �M(W + t2) �M:From this we obtainM�M(W ) = Ad (J0)M(W 0) � Ad (J0)M0 = Ad (J0J)M�M;this meansM =M(W ) and hence Jt converges strongly to J0. This implies that the rep-resentation of the translations in the a{direction is weakly{ and by unitarity also stronglycontinuous. Hence the translations in the characteristic two{plane of W are strongly con-tinuous. Changing W we obtain that the translations are continuously represented.The proof of the continuity of the Lorentz transformations will not be presented here.However, one can imagine how the above proof can be adapted to the situation where onelooks at one{parametric subgroups �(t) of the Lorentz group. One wants to compare thealgebraM(�(t)W ) withM(W ). In order to do this one must assume, that 
 is also cyclicfor the algebrasM(�(t)W \W ), provided t is su�ciently small. If this is the case one canlook at the limit t& 0 and argue as above.Finally we come to the spectrum condition. As mentioned before, the representationof the translations induced by the JW 's does not have to ful�l the spectrum condition. Inorder to obtain the spectrum condition, Buchholz, Dreyer, Florig and Summers introduceda new assumption, which they called 93



HJB|Apr./994.5.15 Modular stability condition:The modular group of every wedge is contained in the group generated by the modularconjugations.Since the group generated by the JW 's is the + part of the Poincar�e group, it is easy tosee that the modular group of the wedge coincides (up to a scale factor) with the group ofthe Lorentz boosts associated with the wedge. Since 
 is also cyclic for the shifted wedgesone can conclude, as in Sect. 4.4, that the spectrum of the translations is contained in theclosure of either V + or V �. In order to obtain this result one can also use the method ofWiesbrock [Wie92] which leads to the same conclusion.We end this section with some4.5.16 Remarks:(1) If one knows that the operators JW ful�l all the conditions we have used in this section,and if one knows from other sources that the theory enjoys the spectrum condition, thenthe group generated by the JW 's must not necessarily contain the modular groups of thewedge algebras. Even in the situation where one knows that the JW are modular conjuga-tions and that the spectrum condition is ful�lled, a proof is missing that Tj contains themodular groups of the wedges.(ii) There exist QFTLO's which do not ful�l wedge duality, or others where the Lorentz co-variance is missing (also for the wedge algebras). Such theories do not ful�l the Bisognano{Wichmann property neither for the modular groups nor for the modular conjugations.Hence these criteria are a selection criterium for both, the �eld theory and the vacuumstate. The criterium in [BDFS98] has the advantage that it also applies to certain theorieswithout spectrum condition. If these methods apply to QFT's on curved manifolds thismight be an advantage. Whether or not it is an advantage for theories on Minkowski spaceis a question of taste, in particular since the so{called modular stability requirement is asu�cient but not a necessary condition implying that the spectrum is contained in theforward or backward light cone.4.6) Remarks, additions and problems(I) If the local algebras are generated by Wightman �elds with �nite components thenthe result of Bisognano and Wichmann Thm. 3.1.5 shows that the modular groups ofthe wedges coincide with the associated Lorentz boosts. On the other hand if we knowthe Bisognano{Wichmann property then we can derive Poincar�e{ and PCT{covariancefor the local net. (Section 4.4 and 4.3.) But it is still an open problem whether or notthe Bisognano{Wichmann property for a local net implies that this net is generated byWightman �elds. The existing attempts of constructingWightman �elds from local nets tryto relate the �eld operator to the Hamilton operator (generator of the time translations,H{bounds methods) Fredenhagen and Hertel [FH81]. It might be useful to try to �ndrelations with respect to the modular operator of the algebra of the wedge.(II) The construction of the Poincar�e group from the modular groups of the wedges ispossible if the Bisognano{Wichmann property holds. The �rst construction under this94



HJB|Apr./99condition has been given by Brunetti, Guido and Longo [BGL94]. Their method is based ongroup cohomology and therefore more elegant than the method presented here. However,their method has the disadvantage that it leads to a representation of the covering group.In order to obtain a true group representation Guido and Longo [GL95] enlarged the groupby the modular conjugations. In addition they incorporated charged �elds. In this framethey proved the PCT{ and the spin and statistics theorem. This result implies that in thevacuum sector one has a true representation of the Poincar�e group.(III) In Tomita's modular theory one makes statements about the action of the modulargroup only on the algebra and its commutant. Therefore, it is unnatural to formulate theBisognano{Wichmann property for all local algebrasM(D). It should only be formulatedfor suchD which belong toW or toW 0. If one does this, one does not loose any information.This is a consequence of the following reason: The knowledge about the action inside Wsu�ces to conclude that the algebras associated with the translates of a wedge alongone of its de�ning lightlike vectors ful�l the condition of �half{sided modular inclusionwith respect to M(W ). With help of Thm. 2.6.2 one obtains the translations in thecharacteristic two{plane of W . Since by Thm. 2.5.2 one knows the commutation betweenthese translations and the modular group one can determine the action of this groupon arbitrary M(D). One �nds the full Bisognano{Wichmann property for the modulargroups. This procedure has been worked out by D. Guido [Gui95].Unfortunately the Bisognano{Wichmann property for the modular conjugations cannot be replaced by a local version. If we only know the action inside the wedge then wecannot compute the action of JW on JW 0 . Therefore, we are not able to conclude thatthe products JWJW 0 give rise to a representation of a central extension of the Poincar�egroup. Hence if we assume that the modular group of the wedge algebra is contained inthe group generated by the JW 's, we are not able to conclude that the modular groupsful�l the Bisognano{Wichmann property.(IV) The Bisognano{Wichmann property for the modular groups is essential for the deriva-tion of the CPT{theorem. Since this condition is probably hard to verify in concrete ex-amples, one has to look for conditions which imply this property. The whole BuchholzSummers program, if restricted to the Minkowski space, is of this nature. If we startfrom a Poincar�e covariant theory, then the wedge duality and the reality condition alsoimplies the Bisognano{Wichmann property for the modular groups. One should add otherassumptions implying this property.(V) If a Poincar�e covariant QFTLO ful�ls the Bisognano{Wichmann property for themodular groups then it can happen that the theory is covariant under two di�erent repre-sentations of the Poincar�e group. In this case holds [Bch98b]:4.6.1 Theorem:Assume we are dealing with a local quantum �eld theory in the vacuum sector, which iscovariant under two di�erent vacuum representations of the Poincar�e group. Let U0(�; a)be the representation generated by the modular groups of the wedge algebras and U1(�; a)the second representation. Then there exists a local gauge transformation of the Lorentzgroup G(�) with U1(�; a) = U0(�; a)G(�):95



HJB|Apr./99Moreover, G(�) commutes with U0(�0; a) for all a;�;�0. In addition G(�) is a gaugetransformation, i.e. it maps every local algebra onto itself.That this situation occurs shows the following example: Take an in�nite number ofcopies of a �nite component Wightman �eld. Let U(�; a) be the representation of thePoincar�e group transforming the Wightman �eld. Let G(�) be a representation of theLorentz group which acts on the indices numbering the copies. Then U(�; a) 
 1l is thegroup generated by the modular groups and U(�; a) 
G(�) is the second representation.(VI) The reality condition together with the wedge duality implies the Bisognano{Wich-mann property. Recently Guido and Wiesbrock (see Schroer and Wiesbrock [SW98]) havegiven a di�erent condition which replaces the reality condition 4.2.1.4.6.2 Theorem:Assume we are dealing with a QFTLO on the vacuum sector. Assume that for every wedgethe map A
 �! U(�W (� i2 ))A�
is bounded for A 2 M(W ). Here U(�W (t)) denotes the group of boosts associated with W .Then the theory ful�ls the Bisognano{Wichmann property.(VII) Inspired by the result that M(W [`; `1]) \W [`; `2]); `1 6= `2 ful�ls the condition of�half{sided modular inclusion with respect to both algebrasM(W [`; `1]) andM(W [`; `2])(see Thm. 4.4.1) H.-W. Wiesbrock has introduced the concept of "modular intersection".4.6.3 De�nition:Let M;N be two von Neumann algebras with a common cyclic and separating vector 
.One says that (M;N ;
) have the �modular intersection property if:I. M \ N ful�ls the condition of �half{sided modular inclusion with respect to bothalgebrasM and N .II. There holds JN (s � limt!�1�itN��itM )JN = (s � limt!�1�itM��itN ):In a QFTLOwhich ful�ls the Bisognano{Wichmannproperty the modular intersectioncondition is ful�lled for the algebras of two wedges which have the �rst{ or the secondlight ray in common. The condition II is a consequence of Lemma 4.4.5. In particularthe existence of the strong limit is guaranteed by the �rst condition. If we set (s �limt!�1�itN��itM ) = U then condition II reads JNUJN = U�.Using a �nite number of pairs ful�lling the condition of modular intersection one isable to reconstruct the algebras of all non{translated wedges. This program has been takenup by H.-W. Wiesbrock [Wie97b],[Wie98], where he solved the problem for IR3. Here heneeds three wedges which are localized in such a way that the algebras of every pair ful�lsthe condition of � or +modular intersection. Adding one shifted wedge which ful�ls thecondition of half{sided modular inclusion, he was able to construct the algebras of all96



HJB|Apr./99wedges (including the translated ones) and a continuous representation of the Poincar�egroup which ful�ls the spectrum condition.Taking the intersection of wedge algebras on can construct the algebras for the doublecones. Unfortunately one is not able to conclude that 
 is also cyclic for these algebrasexcept one starts from a QFTLO.5. Properties of local algebrasFor several applications one wants to know the structure of the local algebras. Thequestions of interest are usually the factor property, the type of the algebra, and the actionof symmetry groups. Before entering into the subject we have to collect some results ofthe Tomita{Takesaki theory.5.1) Some mathematical consequences of the modular theoryThe �rst concept is the generalization of the center of a von Neumann algebra.5.1.1 De�nition:Let M be a von Neumann algebra with cyclic and separating vector 
. Set !(A) =(
; A
); A 2 M. The centralizer of ! consists of all elements Z 2 M for which!(ZA) = !(AZ); 8 A 2 Mholds.If Z belongs to the centralizer, then the KMS{condition implies�t(Z) = Z; t 2 IRand viceversa. In particular the center ofM belongs to the centralizer.It might happen that a von Neumann algebra is too large in order to possess separatingstates. In this case one has to generalize the concept of states. They are called weights.5.1.2 De�nition(a) Let M be a von Neumann algebra. A weight is a mapping! : M+ �! [0;1]with the properties:(�) !(�A) = �!(A); � 2 IR+; A 2 M+with the multiplication rule 0:1 = 0.(�) !(A +B) = !(A) + !(B); A;B 2 M+(b) A weight ! is called semi{�nite ifn! := fA 2 M;!(A�A) <1g97



HJB|Apr./99is strongly dense inM.(c) ! is called faithful if A 2 M+ and !(A) = 0 implies A = 0.(d) A weight is called normal if for every increasing net A� 2 M+ there holds!(lim� A�) = lim� !(A�):The set n! is a linear space and by the linear extension of ! this becomes a pre{Hilbertspace. Moreover, n! is a left{ideal so that one gets a representation of M by�!(B)Ai = BAi:If ! is a normal, faithful, semi{�nite weight, then one can handle the Tomita{Takesakitheory in almost the same manner as with normal faithful states. (See U. Haagerup[Hgr75].) The advantage of this concept is the existence of normal, faithful, semi{�niteweights for every von Neumann algebra. We need weights only for the discussion of sym-metries in section 5.4. Otherwise we use only von Neumann algebras which have normal,faithful states.Another important aspect of the Tomita{Takesaki theory is the natural cone associ-ated with a von Neumann algebra. It is often denoted by P\. Here we will use the notationH+.5.1.3 Lemma:Let M be a von Neumann algebra acting on H with cyclic and separating vector 
. Let(�; J) be the modular operator and conjugation of (M;
). Then the following sets coincideand are called the natural cone of (M;
).(i) Closure of �1=4M+
.(ii) Closure of ��1=4M0+
.(iii) Closure of fAj(A)
; A 2 Mg.For the proof see [BR79] Prop. 2.5.26. Some of the properties of H+ are listed in thefollowing5.1.4 Proposition:Let H+ be the natural cone of (M;
). Then holds:(i) H+ is a proper cone, i.e. H+ \ (�H+) = f0g.(ii) With Hr = f 2 H;J =  g one gets Hr = H+ �H+.(iii) H+ is a self{dual cone in Hr, i.e.  2 Hr and ( ;') � 0 8 ' 2 H+ implies  2 H+.(iv) For every  2 H+ and A 2 M one has Aj(A) 2 H+.(v) �itH+ = H+ for all t 2 IR.For the proof see [BR79] Props. 2.5.26, 2.5.27, 2.5.28. The natural cone has someuniversality properties listed in the following98



HJB|Apr./995.1.5 Theorem:Let H+ be the natural cone of (M;
). Then:(i) To every normal, positive linear functional ! on M exists a unique vector  ! 2 H+with !(A) = ( !; A !); A 2 M:(ii) The mapping !$  ! is continuous in both directions. The following estimate holds:k ! �  �k2 � k! � �k � k ! �  �kk ! +  �k:(iii) Assume the vector  2 H+ is cyclic and separating for M then the natural conesH+(M;
) and H+(M;  )coincide.(iv) Let � 2 AutM and de�ne U(�) ! =  (��1�!)then by linearity this map can be extended to all of H. This extension is a unitaryoperator. The set fU(�); � 2 AutMgde�nes a unitary representation of AutM, the adjoint action of which implementsthe automorphisms.For the proof see [BR79] Thm. 2.5.31, Prop. 2.5.30, Cor. 2.5.32. Another importantresult is due to A. Connes [Co74] which says that the algebras M and M0 are uniquelycharacterized by the natural cone. First some notations:5.1.6 De�nition:(i) A face of a cone C is a subcone F � C with a; b 2 C, a < b in the order of the cone Cand b 2 F implies a 2 F .(ii) The set D(H+) := f� 2 B(H); et�H+ = H+ 8 t 2 IRg is a Lie algebra.(iii) A map I : D(H+)!D(H+) is called an orientation of H+ if it ful�ls:I2 = �1, [I�1; �2] = [�1; I�2] = I[�1; �2] and I(��) = �I(�)�. (To be precise, for thisde�nition one �rst has to devide D(H+) by its center.)(iv) Let F be a face ofH+, then F? denotes the face ofH+ which is perpendicular to F . Bya result of Connes one has closure F = F??. PF denotes the projection onto the Hilbertsubspace generated by F . H+ is called facially homogenious if et(PF�PF?)H+ = H+; t 2 IRand this for all faces F of H+.The concept of orientation and homogeneity can also be formulated for arbitrary cones.The result of Connes is the following:5.1.7 Theorem:There is a one to one correspondence between von Neumann algebras M acting on H andselfdual, orientable, and facially homogenious cones of H.99



HJB|Apr./99Von Neumann has classi�ed the factors by three types denoted by I,II, and III. Fora long time there were only very few di�erent type III factors known. Using canonicalanti{commutation relations, R. Powers [Pow67] was able to construct a continuous familyof di�erent type III factors. An attempt to classify these factors were made by Arakiand Woods [AW68]. The question of the classi�cation has �nally be settled by A. Connes[Co73a]. This classi�cation is based on the invariant S which is de�ned as follows:5.1.8 De�nition:Let M be a von Neumann algebra and ! be a normal weight on M. Let E 2 M be thesupport of !. Then ! is faithful on EME. Hence there exists a modular operator �! forthis algebra. One de�nes:S(M) = \fspectrum �!;! is a normal; semi� �nite weight onMg:If M is of type III, then there are the following possibilities:5.1.9 Theorem:Let M be a type III factor, then for the Connes invariant exist the following possibilities:(1) S(M) = f0; 1g,(2) S(M) = f0g [ f�n;n 2 ZZ; 0 < � < 1g,(3) S(M) = IR+:If S(M) is f1g then M is not of type III.5.1.10 Notation:A factor with S(M) = f0; 1g is called a III0{factor. The factors with the set (2) are calledIII�, and those with S(M) = IR+ are named III1{factors.Let M be a von Neumann algebra and ! be a normal faithful state on M. Then itcan happen, that for some t 2 IR the modular transformation �t! is inner, i.e. there existsa unitary U 2 M with �t!(A) = UAU� ; A 2 M. In this case one shows�it! = UJ!UJ!: (5:1:1)If �t! is inner for one normal faithful state then this is true for every such state.A. Connes [Co73a] has introduced the invariant T (M), consisting of all t 2 IR suchthat �t is inner. It is clear that T (M) is a subgroup of IR. For instance an algebra Mis semi{�nite i� T (M) = IR. We do not need the full relation between T (M) and S(M).We are only interested in the type III1 case. The result is the following:5.1.11 Theorem:A von Neumann factor is of Type III1 i� T (M) = f0g. This means that all �t; t 6= 0 areouter automorphisms of M.In every class III�; 0 � � � 1 no classi�cation is known except for one algebra. Theseare the hyper�nite factors. 100



HJB|Apr./995.1.12 De�nition:A factorM is called hyper�nite if there exists an increasing net N� �M of type I algebraswith M = f[�N�g":The importance of this concept is the following result [Co76], [Hgr87]:5.1.13 Proposition:Every of the classes III� contains exactly one element which is hyper�nite.5.2) The factor problemThe locality and the spectrum conditions together with the existence of a vacuum{vector imply that the global algebra is of type I. One �nds that the commutant of thealgebra M(IRd) is abelian, and that the projection E0 onto all translational invariantvectors is an abelian projection in M with central support 1l. In this case the center ispointwise invariant under the translations. This has �rst been observed by Araki [Ara64].The properties of the projection E0 is a consequence of the cluster property.The �rst proof of the cluster property is due to the author [Bch62]. A systematic studyof this property was started by Doplicher, Kadison, Kastler, and Robinson [DKKR67]using the notation of asymptotic abelian systems introduced by Doplicher, Kastler, andRobinson in [DKR66] and independently by Ruelle [Ru66]. This notation has been weakendby Lanford and Ruelle [LR67] introducing the concept of G-abelian systems. The mostgeneral concept leading to the cluster property has been introduced by St�rmer [St�67].He called it large groups of automorphisms. One important consequence of the clusterproperty of the vacuum state is the additivity of the spectrum. The result is due toWightman [Wi64].Next we are looking at the algebra of the wedge. Here the following result is known:5.2.1 Theorem:Assume we are dealing with a QFTLO on the vacuum sector. Let M(W ) be the algebra ofthe wedge domain. Then Z(M(W )) � Z(M(IRd));where Z(M) denotes the center of M.This result has �rst been obtained by Driessler [Dri75]. Our demonstration is takenfrom [Bch98a]. First we show a result which has its interest of its own, and from whichThm. 5.2.1 follows easily.5.2.2 Lemma:Let M be a von Neumann algebra with cyclic and separating vector 
. Assume U(s) 2Hstr(M)+ or U(s) 2 Hstr(M)� . Then:a. If we write U(s) = eiHt and denote by D(H) the domain of de�nition for H then�itD(H) � D(H):101



HJB|Apr./99b. If E0 denotes the projection onto the eigenspace to the value 0 of H then E0 commuteswith �it.c. If F1 denotes the projection onto the eigenspace to the value 1 of �, then one hasF1 � E0:Proof : We show the lemma for U(s) 2 Hstr(M)+. For U(s) 2 Hstr(M)� thearguments are essentially the same.a. Let '; 2 D(H) then we obtain from Thm. 2.5.2 (';�itH ) = e�2�t(H';�it ). Sincethe left side is continuous in ' it follows that �it 2 D(H).b. Let H = 0 then we obtain 0 = �itH = He�2�t�it . From this we conclude�itE0H � E0H. Because of the group property of �it we get �itE0H = E0H.c. Keep s real and s � 0. From the assumption AdU(s)M � M for s � 0 and fromD(� 12 ) = fX
;X�M; 
 2 D(X) \ D(X�)g we conclude that on D(� 12 ) the relation�itU(s) = U(e�2�ts)�it can be analytically continued in t as long as � 12 � =mt � 0. Ifwe choose t = �i 14 then we �nd�1=4U(s) = e�Hs�1=4; s � 0:Multiplying this equation from both sides with F1 we �nd F1U(s)F1 = F1e�HsF1.Since the right side is positive we obtainF1U(�s)F1 = (F1U(s)F1)� = F1U(s)F1 � 0:Hence by the spectrum condition and by Schwarz re
ection principle the function F1U(s)F1is bounded and entire analytic which must be constant. This implies F1e�HsF1 = F1 whichis only possible for E0 � F1.Next we have to show that the elements in Z(M) commute with the half{sided trans-lations.5.2.3 Lemma:Let U(t) 2 Hstr(M)+, then[U(t); Z] = 0 8 Z 2 Z(M) and 8 t 2 IR:This result can also be found in [Dri75].Proof : Let Z = Z� 2 Z(M) and set Zt = AdU(t)Z. For t � 0 the element Ztbelongs to M and for t � 0 to M0. This implies that Z commutes with Zt for all t 2 IR.Applying AdU(s) to the commutator we obtain [Zt1 ; Zt2 ] = 0. Hence fZtg generates anabelian von Neumann algebra invariant under U(t). Since U(t) has a positive generator itfollows that AdU(t) is inner in fZtg" [Bch66]. This implies Zt = Z.Proof of Thm.5:2:1: Let W = W (`1; `2), then the translations along the `1{ and `2{direction belong to Hstr(M)+ and Hstr(M)� respectively. Let E0 be the projection onto102



HJB|Apr./99the vectors invariant under both of these translations, then Lemma 5.2.2 implies F1 � E0.The translation group of the characteristic two{plane contains the time translations. Thisimplies that E0 is the projection onto vectors invariant under all translations. Since 
 isalso separating for M(W ) _ Z(M(IRd)) we conclude that the centralizer of M(W ) is asubset of the global center.For the algebras of the double cones no similar result can be obtained. Even in thecase whereM(IRd) is a factor, one can easily construct examples whereM(D) has a non{trivial center. (See 5.5.(II).) Up to now there are no conditions known, implying, thatM(D) is a factor.5.3) The type questionFrom the investigations of Kadison [Ka63] and from Guenin and Misra [GM63] it isknown that the local algebras can not be of �nite type. In 1967 Borchers [Bch67] showedthe following result:5.3.1 Theorem:(1) Let O1 � O2 such that there exists O3 � (O2 \ O01). Assume E is a projection inM(O1), then E is equivalent to its central support in M(O2); modM(O2).(2) If O1+ x � O2 for x in some open neighbourhood of IRd, then the central support of Ein M(O2) belongs to the center of the global algebra.there is not known more under the general assumptions. If one wants to obtain betterresults, one has to impose additional requirements.The situation is much better for the algebra of the wedge. This is due to the existenceof half{sided translations. The �rst result in this direction is due to Driessler [Dri75]. Buthe uses the additional assumption that the spectrum has a mass gap. Here we follow themethod of Longo [Lo79], with a slight variation, applying Thm. 5.1.11. There exists alsoa proof which uses the invariant S(M) and Prop. 5.1.9. (See [Bch98a].)5.3.2 Theorem:In a QFTLO on the vacuum Hilbert space with one vacuum vector the algebra M(W ) isof type III1.Proof : Since the center ofM(W ) is contained in the center of the global algebra, thestatement is true in case that it is true whenM(IRd), and hence by Thm. 5.2.1M(W ) is afactor. We will use Thm. 5.1.11 for the proof of the type question. Assume �t is inner forone �xed t 6= 0. We want to leed this to a contradiction. In that case there exists a unitaryU 2 M(W ) with �t(A) = UAU�; A 2 M(W ). From this we obtain Ad f�t(U�)UgA = A.This implies �t(U�)U = �1l with j�j = 1. But �t(U�) = UU�U� = �U� implies � = 1.Hence U� and U belong to the centralizer ofM(W ). (See Def. 5.1.1.) From Lemma 5.2.2(c) we get U
 = �
; j�j = 1, and since 
 is separating we �nd U = �1l and by Eq. (5.1.1)�it = 1l. This contradicts the existence of half{sided translations. (See Thm. 2.5.2.) .103



HJB|Apr./99This result has used only the existence of half{sided translations. Therefore, thetheorem remains true for arbitrary algebras with half{sided translation. In conformal �eldtheory these are the algebra of the forward light{cone and the algebras of the double cones.The determination of the type of local algebras M(D) is burdened with some di�-culties. It is known from examples, as the free massive �eld, that local algebras ful�l thesplit property [DL84] if speci�c conditions are ful�lled. This property is the following: LetD1 � D be such that D1+x � D for x in some open neighbourhood of the origin. In thatcase one can �nd a type I algebra N with M(D1) � N � M(D). This implies that onecannot expect any statement about the type from purely local considerations. Some moreinformation about the structure of M(D) has to be used.This di�culty has been circumvented by Fredenhagen [Fre85] by observing that thereexists no intermediate type I algebra if the domains D1 and D have boundary points incommon. Therefore, he puts the double cone D into the corner of the wedge and tries tocompare the Connes invariant S ofM(D) andM(W ). To do this he needs the assumptionthat the local algebras are generated by Wightman �elds wich have the Haag{Narnhofer{Stein property [HNS84].Let us �rst explain this concept. Let �(x) be a Wightman �eld, then we say for �(x)exists a scaling limit if there exists a non{negative function N(�) de�ned for � > 0 suchthat for all n N(�)n(
;�(�x1):::�(�xn)
)converges for � ! 0 to some non{trivial Wightman functional. With this concept weintroduce the following5.3.3 Requirement:There exists a Wightman �eld �(x) such that:(i) For every f 2 D with supp. f 2 D the operator �(f) is a�liated withM(D).(ii) �(x) ful�ls the Haag{Narnhofer{Stein scaling property.(iii) The theory ful�ls the Bisognano{Wichmann property. (If the set of Wightman �elds,which ful�l (i), generateM(D) then (iii) is implied by the result of Bisognano and Wich-mann Thm. 3.1.5.)With this requirement Fredenhagen has shown the following result:5.3.4 Theorem:We are dealing with a QFTLO in the vacuum sector, such that the global algebra is afactor, and which ful�ls the Requirement 5:3:3. Let W be a wedge such that zero belongsto its edge. Let D �W be a double cone such that zero belongs to the boundary of D. LetN be a von Neumann algebra withM(D) � N �M(W ):Then N is of type III1.For the proof of this result we need some preparations. The �rst is concerned withthe characterization of points in the spectrum of the modular operator. This will be given104



HJB|Apr./99without proof. The second deals with consequences of the Haag{Narnhofer{Stein scalingproperty.5.3.5 Proposition:Let M be a von Neumann algebra with cyclic and separating vector 
. Let �; J be themodular operator and conjugation of the pair (M;
) and let j(A) stand for JAJ . Thenthe following statements are equivalent:1: � 2 spec �:2: For every � > 0 exists an operator A 2 M with kA
k � 1 andk(�1=2A � j(A�))
k+ k(A� � �1=2j(A))
k � �:3: For every � > 0 exists an operator A 2 M with kA
k � 1, such thatj(
; AB
) � �(
; BA
)j � �f(
; B�B
) + �(
; BB�
)g1=2holds for every B 2 M.For the �rst equivalence see [Ped79] Lemma 8.15.8, and for the second [Fre85] Prop.4.1. The next result is concerned wit consequences of the Haag{Narnhofer{Stein scalingproperty.5.3.6 Lemma:Make the assumptions of Thm. 5:3:4 and let J be the modular conjugation of M(W ).Then for every � > 0 and � > 0 exists a uniformly bounded sequence An 2 M( 1nD) suchthat kAn
k � 1 and k(j(An)� �1=2An)
k � � (5:3:1)holds.Proof : Let us choose coordinates in such a way that the characteristic two{plane ofW is the (0,1){plane and that the center of D is the point (0; 1; 0; :::; 0) =: x0. Then one�nds Ad�itW�(�x0) = �(�� sinh2�t; � cosh 2�t; 0; :::):We set ��(t) = N(�)�(�� sinh 2�t; � cosh 2�t; 0; :::):It is known, that it is su�cient to integrate �(x) only in the time coordinate in order toobtain a well de�ned operator [Bch64]. Hence it is su�cient to test ��(t) with functionsf(t) 2 D. Moreover we have ��(f) � M(�0D) for supp f(t) � ft; jtj < 12� ln 2�0� g. Thisimplies for p > 0:� 1n(1+p) (f) �M( 1nD); if supp f(t) � ft; jtj < 12� ln 2(1 + p)g:Choose p and f(t) with supp f � ft; jtj < 12� ln 2(1 + p)g (depending on �) such that theFourier transform of f(t) is centered around log �. More precisely, since ��(x) convergesfor �! 0 we can choose p and f such thatk� 1n(1+p) (f)
k � 1 + �3 ; and k(� 12W � � 12 )� 1n(1+p) (f)
k � �3 (5:3:2)105



HJB|Apr./99for su�ciently large n. Now we setAn = f1 + c� 1n(1+p) (f)� 1n(1+p) (f)�g�1� 1n(1+p) (f)with a constant c which we have to determine. (Here � means the closure of the testedoperator.) Writing � for � 1n(1+p) (f) we obtain the estimatek(An ��)
k2 = (
;�� c2(���)2(1 + c���)2�
)= c2(
; (���)��� 1(1 + ���)2�(���)
� c4k���
k2 (5:3:3)The last estimate is obtained by inserting �� = U j��j and observing that the unitary Udrops out in the estimate of the norm. From this we obtaink�1=2W (An � �)
kkJ(An � �)
k = k(An � �)
k � pc2 k���
k:Since � 1n(1+p) (x) converges for n!1 we can choose c such that pc2 k���
k � �3 uniformlyin n > n0. Combining Eqs. (5.3.2) and (5.3.3) with this estimate we obtain the lemma.Proof of Thm 5.3.4: For the proof we make use of the fact, that the algebra of apoint consists only of multiples of the identity. (See e.g. [Bch96] Thm IV.6.3.) Since thesequence An is bounded in norm and since An �M( 1nD) it follows that every weak limitpoint of A�nAn; (j(A�n) � �1=2An)�(j(A�n) � �1=2An); (A�n � �1=2j(An))�(A�n � �1=2j(An))is a multiple of the identity. This implies that for  2 H and su�cient large n one haskAn k � 1� �0; k(j(A�n)� �1=2An) k � �; k(A�n � �1=2j(An)) k � �:From this we obtain for B 2 N the estimate( ; (AnB �BAn) ) = ((A�n � �1=2j(An)) ;B ) + �1=2(j(An) ;B )+ �1=2(B� ; (j(A�n)� �1=2An) ) � �1=2(B� ; j(A�n) )= �fkB k + �1=2kB� k � �p2f( ;B�B ) + �( ;BB� )g1=2:Hence every � > 0 belongs to S(N ). Since S(N ) is closed it follows that S(N ) is theclosed positive real axis. This implies that the central decomposition of N contains onlyfactors of type III1.More about the structure of the local algebras can be said, if in addition, one makesmore assumptions, in particular the nuclearity condition introduced by Buchholz andWich-mann [BW86]. 106



HJB|Apr./99First we must explain this concept. Let H be the generator of the time translationand 
 the vacuum vector. The map �� :M!H de�ned by��(A) = e��HA
is called nuclear if one can write it��(A) =Xn '(A) n; ' 2 M�;  n 2 H (5:3:4)with Pn k'nkk nk <1.The expression N (��) := inffXn k'nkk nkgwhere the in�mum is taken over all possible representations Eq. (5.3.4). Buchholz andWichmann suggested the nuclearity condition by comparing the situation in a boundedregion with that of a thermodynamical system in a box. If one does so, one obtains somesuggestion about the behaviour of the norm N (��) as function of �, the dimension of theMinkowski space and the diameter of the double cone D, when �� is applied to M(D).In the coming investigation we only need the behaviour in �. This we formulate as anassumption.5.3.7 Condition:We say a QFTLO ful�ls the Buchholz{Wichmann property if the mapM(D)! H de�nedby ��(A) = e��HA
; A 2 M(D)is nuclear and the nuclear norm ful�ls the estimateN (��) �Me( �0� )n;where M;�0; n are constants which may depend on the dimension of the space and thediameter of the double cone D.With help of this condition Buchholz, D'Antoni and Fredenhagen [BDF87] showedthe following result:5.3.8 Theorem:Assume a QFTLO ful�ls the Buchholz{Wichmann property, Condition 5:3:7. Let D1 � Dsuch that the closure of D1 is contained in the interior of D. Then there exists a type Ifactor P with M(D1) � P �M(D):For the proof of this theorem we refer to the orginal paper [BDF87]. We want tocombine this result with Thm. 5.3.4 and obtain:107



HJB|Apr./995.3.9 Theorem:Assume we are dealing with a QFTLO in the vacuum sector. Assume that the theory ful�lsthe Haag{Narnhofer{Stein assumption, Requirement 5:3:3, and the Buchholz{Wichmannproperty, Condition 3:5:7. Assume in addition that M(D) is continuous from inside orfrom outside. (The �rst statement meansM(D) = f[M(Di)g" with closure Di � interiorDi+1 and [Di = D.) Then every local algebra is isomorphic to:M(D) �= R
Z;where R is the unique hyper�nite type III1 factor and Z is the center of M(D).Proof : From Thm. 5.3.8 we know that M(D) can be approximated from inside (oroutside) by type I factors. HenceM(D) is hyper�nite. Since in the central decompositionof a hyper�nite von Neumann algebra there appear only hyper�nite factors, it followsthat M(D) can be expressed as an integral M(D) = R d�(z)R(z) of hyper�nite III1factors. Because of the uniqueness of this factor, Prop. 5.1.13, we obtain the statementof the theorem. (The integral decomposition causes no problem, sinceM(D) is countablydecomposable.)5.4)On the implementation of symmetry groupsAssume we are describing a physical theory in terms of a C�-algebraA and a symmetrygroup G, i.e. we have a representation of G by automorphisms of A� : G �! Aut (A):This situation is usually called a C�-dynamical system and denoted by the triple fA; G; �g.For applications it is of interest to characterize those representations � of A, for whichthere exists in H� a continuous unitary representation U(g) of the symmetry group whichimplements the automorphism: U(g)�(x)U�(g) = �(�gx): (5:4:1)Let �g act strongly continuous, which means that the function g! �g(A) is a continuousfunction on G with values in the normed space A. If in addition the group is locallycompact, then one can integrate over the group. This led Doplicher, Kastler and Robinson[DKR66] to introduce the C�-completion of the algebra of continuous L1 functions on Gwith values in A. They called it the covariance algebra. Nowadays it is called the crossedproduct of A with G. The importance of the covariance algebra stems from the fact thatthere is a one to one correspondence of covariant representations of A and representationsof the covariance algebra. For details see the book of G.K.Pedersen [Ped79].If one is dealing with a C�-dynamical system and a representation f�;Hg of A, thenit is usually hard to decide whether or not this representation can be extended to a repre-sentation of the covariance algebra. The di�culties are twofold: If �(A) has a center then108



HJB|Apr./99the multiplicity problem may appear. Moreover, by passing to the adjoint representationof the group, one has to be aware of central extensions of the group. Both problems canbe circumvented by passing to quasi{equivalent representations. The reason for the �rstproblem is clear. The reason for the second problem is the following: If U(g) is a ray{representation of G on H, then there exists a second representation Û(g) which is also aray{representation, but with the complex conjugate phase{factor. Therefore U(g) 
 Û (g)is a representation of the group on H
H. Replacing � by � 
 1l we obtain a covariantrepresentation. This leads to the following notation:5.4.1 De�nition:Let fA; G; �g be a C�-dynamical system and f�;Hg be a representation of A then f�;Hgis called quasi-covariant, if there exists a covariant representation f�1; U;H1g such thatf�;Hg and f�1;H1g are quasi-equivalent.Quasi{covariant representations are much easier to characterize than covariant repre-sentations. The �rst result was obtained in [Bch69] which was based on the assumptionsof strong continuity and the locally compactness of the group. Some time later Borchers[Bch83] observed, that it is neither necessary to assume that �g acts strongly continuousnor that G is locally compact. To prove this the natural cone will be used, in particularThm. 5.1.5.(iv).5.4.2 Theorem:Let fA; G; �g be a C�-dynamical system. Let � be a representation of A. Then thisrepresentation is quasi{covariant i�:(�) The dual action ��g maps the folium of �(A) onto itself.(�) ��g acts strongly continuous on the folium of �. This means the functiong �! ��g(!)is a continuous function on G with values in the folium of �, furnished with the normtopology.The folium of a representation is the set of states, which extend to normal states of �(A)".Proof : Condition (�) is clearly necessary. If U(g) is a continuous representation, thenone has for  2 Hj( ;U(g)AU�(g) ) � ( ;U(g0)AU�(g0) )j = j((U�(g) � U�(g0)) ;AU�(g) )+ (U�(g0) ; (U�(g)� U�(g0)) ) � 2kAkk kk(U�(g)� U�(g0)) k:Since U(g) is strongly continuous it follows that ��g acts strongly continuous on the vectorstates. Since the foliun consists of the norm closure of the linear span of the vector states,we see that ��g acts strongly on the folium. If conversely ��g acts strongly continuous on thefolium, then we use the standard representation of �(A)" and we obtain by Thm. 5.1.5.(iv)a representation of the group which is strongly continuous because of Thm. 5.1.5.(ii).This result suggests to investigate closer that part of A� on which ��g acts stronglycontinuous. We introduce: 109



HJB|Apr./995.4.3 De�nition:By A�c we denote the set of � 2 A�, (A� denotes the topological dual of A), such that forevery � > 0 exists a neighbourhood U of the identity of G such thatk� � �g � �k � �holds for g 2 U .Some properties of this set are described in the following5.4.4 Proposition:Let fA; G; �g be a C�-dynamical system and assume G(� ) is a topological group, then thespace A�c has the following properties:(i) A�c is a linear norm{closed space.(ii) A�c is invariant under the action of the group i.e. � 2 A�c implies � � �g 2 A�c forevery g 2 G.(iii) With � 2 A�c one �nds also that �� and j�j belong to A�c . A�c is generated by itspositive elements.Since this result has no connection with the Tomita{Takesaki theory, we refer for theproof to the original paper [Bch83].Recall that for every positive linear functional ! 2 A+ exists a vector �! 2 H+, (H+denotes the natural cone of A��) with !(A) = (�!; A�!). Next we introduce some concepts:5.4.5 Notation:Let fA; G; �g be a C�-dynamical system with G being a topological group. Let H be theHilbert-space of the standard representation of A�� and let H+ be the natural cone associ-ated with this representation then we denote(i) H+c = f !;! 2 (A�c)+g.(ii) Hc = smallest sub-Hilbert-space of H containing H+c .(iii) Denote the canonical involution associated with the standard representation of A�� byJ .(iv) The algebra A�� will usually be denoted by M. Then A� and M� are the same space.About this set we know:5.4.6 Proposition:With the assumptions and notations of 5:4:5 one obtains(i) H+c is a closed cone.(ii) The space Hc is invariant under the canonical involution J .(iii) If Hrc denotes the vectors  2 Hc with J =  then H+c is a self-dual cone in Hrc andHc is algebraically generated by H+c .(iv) If Pc denotes the projection onto Hc then for every  2 H+ one has Pc 2 H+c .110



HJB|Apr./99Proof : (i) Let �1; �2 2 H+c then it follows from Prop. 5.4.4 that the functionalA ! (�1; A�2) belongs to M�;c. Hence the functional generated by �1 + �2 is in M�;cwhich implies that H+c is a cone.(ii) This follows from the fact that H+c is pointwise invariant under the involution J .(iii) Assume �i; �i 2 H+c ; i = 0; :::3. then the functional A ! �P(i)k�k; AP(i)l�l�belongs to M�;c. Since M�;c is norm closed it follows that A ! (�;A�) 2 M�;c for all�; � 2 Hc. This implies that H+ \Hc is a closed cone. Now let � 2 Hc with J� = �, then(�; :�) 2 M+�;c and hence exists a vector � 2 H+c with (�; :�) = (�; :�) and consequentlya partial isometry W 0 2 M0 with � = W 0�. From J� = � and J� = � it follows withW = JW 0J that also � = W� holds. Without loss of generality we may assume thatW �W is the support of �. Now from W� = JWJ� we obtain W 2� = WJWJ� 2 H+.This implies for A 2 M(W 2�;AW 2�) = (WJWJ�;AWJWJ�) = (W�;AWJW �W�)= (W�;AW�) = (JWJ�;AJWJ�) = (�;A�):By the uniqueness of the representing vectors we obtain W 2� = (JWJ)2� = �. Fromthe minimality of W we obtain that W 2 is the support projection of �. This impliesW = W �. Since (�; :�) = (W�; :�) it follows that (�; :�) is selfadjoint and this formulagives the polar decomposition. From this we see �+ = W+� 2 H+c and �� =W�� 2 H+c .Hence H+c �H+c = Hrc. Finally �1; �2 2 H+c implies (�1; �2) � 0 since H+c � H+. If � 2 Hrcthen from the previous calculation � = �1 � �2 with �1; �2 2 H+c and (�1; �2) = 0. Hence(�; �) � 0 for all � 2 H+c implies (�; ��) = �k��k2 � 0. From this we obtain � 2 H+c .(iv) Let � 2 H+ then we obtain for all �c 2 H+c the estimate (Pc�; �c) = (�; �c) � 0. Thisimplies Pc� 2 H+c .Next we want to look at the facial structure of H+c . In the following investigations wewill use only the properties (1)...(4) of H+c , so that the results can be used for arbitrarysub-cones of H+ with these properties. For these investigations we need some5.4.7 NotationsLet f be a face of H+c , then we denote by fc the complementary face in H+c , it is:fc = f� 2 H+c ; � ? fg:By f? we denote the complementary face of f in H+:f? = f� 2 H+; � ? fg:We remark that the map f ! fc is only de�ned for faces of H+c , while f ! f? is alsode�ned for faces of H+.For every face f of H+c we associate two faces of H+, namely, F+(f) = (fc)? andF�(f) = (f?)?.Note that fc; f?; F�(f); and F+(f) are closed faces. If possible we will denote the facesof H+c by small and those of H+ by capital letters.111



HJB|Apr./99The elementary properties of these faces are described in the following5.4.8 LemmaFor any face f of H+c we obtain:(a) f � F�(f) � F+(f).(b) � 2 H+ then Pc� 2 (fc)c i� � 2 F+(f)(c) PcF�(f) = PcF+(f) = (fc)c.(d) (F+(f))? = F�(fc) and (F�(f))? = F+(fc).(e) The set f� 2 H+; such that there exists � 2 f with � � �g is dense in F�(f).(f) f is dense in (fc)c.Proof : (a) Note �rst that the operations f ! fc and f ! f? reverse the order ofinclusion. Moreover, the relation f � (fc)c follows directly from the de�nition. Fromfc � f? we conclude therefore, f � (f?)? � (fc)?, which is the �rst statement by thede�nition of F� and F+.(b) We know that � 2 H+ implies Pc� 2 H+c . Hence Pc� 2 (fc)c i� (Pc�; �) = 0 for all� 2 fc � H+c . Consequently (Pc�; �) = (�; �) = 0 and therefore � 2 (fc)? = F+(f) andvice versa.(c) The last result implies PcF+(f) = (fc)c. On the other hand fc � f? and Pcf? = fc,since Pcf = f . Therefore, � 2 (fc)c and � 2 f? implies (�; �) = (�; Pc�) = 0, from whichwe conclude � 2 F�(f). Hence (fc)c � F�(f) � F+(f) which yields (c).(d) We have by de�nition F+(f) = (fc)? and hence (F+(f))? = �(fc)?�? = F�(fc).Inserting now fc for f we obtain (F+(fc))? = F�((fc)c). Now remark, if � 2 f? then(�; �) = 0 for all � 2 f and hence Pc� 2 fc. But this implies for � 2 (fc)c the equation(�; �) = (Pc�; �) = 0 and hence f? = �(fc)c�? or F�(f) = F�((fc)c). This leads toF�(f) = (F+(fc))? or (F�(f))? = (F+(fc))?;? = (F+(fc)) since (F+(fc)) is a closedface of H+.(e) Let F be the face f� 2 H+; � � � for some � 2 fg. Then by the above mentioned resultof A.Connes (5.1.6.(iv)) one has �F = (F?)?. Let � 2 f?, then (�; �) = 0 for all � 2 fand hence for all � 2 F , since the scalar product preserves order. This shows f? � F?.On the other hand by de�nition of F we have f � F and hence F? = f?. But this yields�F = (F?)? = (f?)? = F�(f).(f) By the proof of (c) we know (fc)c � F�(f). Hence by (e) we �nd for a given � 2 (fc)cand � > 0 elements � 2 F�(f) and � 2 f such that � � � and k� � �k < �. NowPc� � Pc� = � and hence Pc� 2 f . On the other hand k��Pc�k = kPc(���)k � k���k < �.This shows that f is dense in (fc)c.In order to formulate the next results we need some more5.4.9 Notations:(a) Let F be a face in H+ then P30(i)nF is a linear sub-space of H. The projection ontoits closure will be denoted by PF . (See 5.1.6.(iv).)(b) If we perform the same construction in Hc with a face f then we will denote thecorresponding projection by pf . 112



HJB|Apr./995.4.10 Remark: If F is a face of H+ then PF is of the form PF = EJEJ , where E isa projection in M. (See e.g. [Co74].) In particular, PFH is the standard representation-space for the algebraME. In particular, �F is the natural cone of ME . This implies thatP30(i)n �F is closed. At the moment we do not know whether or not P30(i)n �f is a closedsub-space of Hc. That it is, indeed, closed is a consequence of the following5.4.11 Lemma:For any face f of H+c follows:(a) [PF+(f); Pc] = [PF�(f); Pc] = 0.(b) pf = PcPF�(f) = PcPF+(f).(c) [PF+(f); PF�(f)] = 0.(d) PF�(f) = PF+(f)PF�(H+c ).Proof : (a) From Lemma 5.4.8 we know PcPF+(f)H+ = �f � PF+(f)H+. Hence weget PcPF+(f)H = PcP(i)nF+(f) = P(i)n �f � PF+(f)H. This implies PcPF+(f)H =PF+(f)PcPF+(f)H and hence PF+(f)PcPF+(f) = PcPF+(f), which shows that the two pro-jections commute. The same argument holds for PF�(f).(b) Due to the commuting of Pc and PF�(f) the product is a projection. Since PcF�(f)H+= �f we learn that PcPF�(f)H =P(i)n �f is closed and equal to pfH. The same argumentis again true for PF+(f).(c) First note fc � H+c , and hence F+(f) � H+;?c . Let now � 2 H+ then by Remark5.4.10 one has PF�(H+c )� 2 F�(H+c ) and PF+(f)PF�(H+c )� 2 F+(f). Take � 2 (H+c )?then both equations lead to (�; PF+(f)PF�(H+c )�) = (�; PF�(H+c )�) = 0, hence we havePF+(f)PF�(H+c )� 2 F�(H+� ) for every � 2 H+. Since such vectors generate H the equationPF�(H+c )PF�(H+c ) = PF�(H+c ) follows, which is equivalent to (c).(d) Since for � 2 H+ the vector PF�(H+c )� belongs to F�(H+c ) there exist for every� > 0 vectors � 2 F�(H+c ) and � 2 H+c with � � � and kPF�(H+c )� � �k � �. Sowe obtain kPF+(f)PF�(H+c )� � PF+(f)�k � � and PF+(f)� � PF+(f)� 2 �f . This showsPF+(f)PF�(H+c )H+ � F�(f). Since the inverse inclusion F�(f) � F�(H+c ) holds bothsides coincide.As a consequence of the last lemma we obtain:5.4.12 Corollary:H+c is a homogenious cone in the sense of A.Connes [Co74]. (See also Def. 5.1.6.)Proof : If f is any face of H+c then we have to verify the equationexpft(pf � pfc )gH+c = H+cfor every t 2R. Since H+ is a homogenious cone it follows for every face F of H+expft(PF � PF?)gH+ = H+:113



HJB|Apr./99Choosing F = F+(f) then by Lemma 5.4.8 (F+(f))? = F�(fc). Multiplying the aboveequation by Pc we obtainH+c = PcH+ = Pc expft(PF+(f) � PF�(fc))gH+= expft(pf � pfc )gPcH+ = expft(pf � pfc)gH+c :This gives the desired result.The aim is to show that the cone H+c is the natural cone of a von Neuman algebra.First we introduce some candidates.5.4.13 De�nition:(1) We de�ne M0c = fA 2 M; [A;Pc] = 0g:(2) Let A!(:) := !(A:) and !A(:) := !(:A). Then we putM0m = fA 2 M;A! 2 M�;c; !A 2 M�;c; 8! 2 M�;cg:(3) Let Ec be the smallest projection in M with EcPc = Pc.All these objects are invariant under �g. First note that both sets are von Neumannalgebras. The two algebras are not di�erent. We have5.4.14 Lemma:(1) The two algebras M0c and M0m coincide.(2) Every element in M0c commutes with Ec.Proof : (1) If A 2 M0c then it commutes with Pc which implies that with � 2 Hc alsoA� belongs to Hc, hence M0c � M0m. Conversely let U = eiHt 2 M0m be unitary thenUJUJH+c = H+c which implies that UJUJ commutes with Pc. Since Pc and J commutewe obtain [Pc;H] + J [Pc;H]J = 0. Replacing H by iH we see that H belongs to M0c.Since the von Neumann algebra is generated by its unitaries followsM0m �M+c .(2) A 2 M0c implies that it maps the Hilbert space Hc into itself. Consequently it mapsalso closurefM0Hcg = EcH into itself.For the coming investigation we introduce with A. Connes [Co74] the sets5.4.15 De�nition:We denote by(a) D(H+) = f� 2 B(H); et�H+ � H+ 8t 2 Rg.(b) D(H+c ) = f� 2 B(Hc); et�Hc � Hc 8t 2 Rgwhere B(H) denotes the set of all bounded linear operators on H.For facially homogenious self-dual cones the following characterization of D(H+) hasbeen given by A.Connes [Co74]:(a) Let H+ be a facially homogenious self-dual cone and � 2 B(H) then � 2 D(H+) i�114



HJB|Apr./99(i) J� = �J and(ii) For �; � 2 H+ with (�; �) = 0 it follows (��; �) = 0.(b) If H+ is the natural cone of M then � 2 D(H+) i� � = x+JxJ for a suitable x 2 M.We start the investigation from Remark 5.4.10 showing that to every face f � H+cis associated a minimal face F�(f) and hence a projection E(f) 2 M with P (F�(f)) =E(f)JE(f)J . First we want to investigate these special projections:5.4.16 Lemma:Let f be a closed face of H+c and let F�(f) be the minimal closed face of H+ containingf . Let E(f) 2 M be the unique projection such that P (F�(f)) = E(f)JE(f)J holds thenE(f) 2 Mc :=M0cEc.Proof : We know from Lemma 5.4.11 that P (F�(f)) = E(f)JE(f)J commutes withPc. Then �F� commutes with Pc. On the other hand, we know that �F� is of the form�F� = 1=2(E(f) + JE(f)J).et=2E(f)Jet=2E(f)J maps H+c onto H+c , consequently for ! 2 M+�;c we haveet=2E(f)Jet=2E(f)J!et=2E(f)Jet=2E(f)J 2 M+�;c. The left side of this expression has someanalyticity property namely the �rst factors are entire analytic in t and the last are entireanti{analytic. Therefore the inclusion also holds for complex t. (The second t has to bereplaced by t.) But this can only be true if et=2E(f)!et=2E(f) 2 M+�;c. Hence et=2E(f) 2M0m and by di�erentiation E(f) 2 M0m. But since E(f) is smaller than Ec we obtainE(f) 2 Mc.5.4.17 De�nition:We put Dc(H+) = f� 2 D(H+) with � = A + JAJ; A 2 McgUsing the last result we obtain:5.4.18 Proposition:(1) For every � 2 D(H+) one has �0(�) 2 D(H+c ) with�0(�) = Pc�Pcwhere Pc denotes the projection onto Hc.(2) If we denote by �c the restriction of �0 to Dc(H+) then �c de�nes a bijection betweenthe self-adjoint parts of Dc(H+) and D(H+c ).Proof : (1) Since Pc and � both commute with J , also Pc�Pc commutes with J .Assume next �; � 2 H+c with (�; �) = 0 then follows from (�; Pc�Pc�) = (�; ��) = 0 thatPc�Pc belongs to D(H+c ).(2) The spaces D(H+) and D(H+c ) are both invariant under involution and weakly closed.Therefore, one can pass to the self-adjoint and positive part. The sets Dsa(H+)+1 andDsa(H+c )+1 are both weakly compact and convex. The extremal elements are of the form�F = 12(1H + P (F )� P (F?))115



HJB|Apr./99or �f = 12(1Hc + p(f) � p(fc))respectively. Bellissard and Iochum [BI79] have shown that for every facially homogeniousself-dual cone H+ the elements in Dsa(H+) permit an integral representation� = +k�kZ�k�k �d�F (�):This holds in particular for our cone H+c . Since we know that every �f is of the form�0(�F (f)) with �F (f) = 12 (1H + P (F+(f)) � P (F�(fc))) we see that every self-adjointelement in D(H+c ) is of the form �0(�).Moreover, we know by Lemma 5.4.15P (F+(f)) = (E(f) + 1�Ec)J(E(f) + 1�Ec)JP (F�(fc))) = E(fc)JE(fc)Jwhich implies �F�(f) 2 Dc(H+). Consequently �c is surjective.Since �c is the multiplication by the projector Pc one has k�c�k � k�k. On the otherhand, the carrier of Pc inMc is 1. Therefore the reconstruction of � from �c� by means ofthe integral representation shows that (for self-adjoint) � and �c� have the same spectrum.This shows k�k = k�c�k and hence ker �c = 0. Consequently �c is an isomorphism.Combining all results we obtain:5.4.19 Theorem:(1) The cone H+c is facial homogenious and oriented and is, therefore, the natural coneof a von Neumann-algebra Nc.(2) The von Neumann-algebra Nc is isomorphic to the sub-von Neumann-algebra Mc �MEc where(�) Ec is the smallest projection in M which is larger than the support projections ofall states belonging to M�;c.(�) Mc is the set of operators in MEc which are right and left multipliers of M�;c.(
) The automorphisms �g are automorphisms of Mc.(3) M�;c is the pre-dual of Mc.Proof : We know from Proposition 5.4.17 that the self-adjoint elements of Dc(H+)and D(H+c ) coincide. Therefore, we have to look only at the skew-symmetric elements inD(H+c ). Let � = ��� 2 D(H+c ), then et� de�nes a unitary group. Set �t(�1) = et��1e�t�for ��1 = �1 2 D(H+c ). Since �1 = A+ JAJ with A = A� 2 Mc we know that we can write�t(�1) = �̂t(A) + J�̂t(A)J , where �̂t de�nes a linear mapping of (Mc)h into itself. Bylinear extension we obtain a linear mapping ofMc onto itself. Since this mapping is givenby a unitary group it must be an automorphism. Using now the theorem of Kadison [Ka66]and Sakai [Sa66] we obtain by standard arguments that � belongs toMc. This shows that116



HJB|Apr./99the map �c, de�ned in Proposition 5.4.17, is a bijection between Dc(H+) and D(H+c ).Therefore, H+c is oriented by the orientation induced by Mc. The isomorphism propertyof �c shows the second statement of the theorem. The statement (
) is a consequenceof the invariance of M�;c. The third statement is due to the fact that H+c generates allfunctionals in M�;c and that H+c is the natural cone of Mc.The construction of the algebraMc is taken from [Bch93a].5.5) Remarks, additions and problems(I) Since physical observables should be real, i.e. represented by selfadjoint operators, somephysicists like to start with Jordan algebras instead of C�{ or von Neumann algebras. Inthis connection it is worthwhile to mention that Connes' theory of the equivalence ofvon Neumann algebras with cones, ful�lling some properties, extends to certain Jordanalgebras, which are the analogue of von Neumann algebras. This has been worked out byB. Iochum [Io83] in his thesis.(II) It is easy to construct examples of QFTLO, whereM(D) is not a factor. LetfM(O);H; IRd+1g be a QFTLO on the (d+1){dimensional Minkowski space. De�ne atheory on the d{dimensional space as follows. Let D̂ be a double cone in IRd and D itsextension to IRd+1. Let K(D̂) be the cylindrical set in IRd+1. i.e. (x0; :::; xd�1) 2 D̂and xd arbitrary. Then D0 \ K(D̂) contains interior points. Choose an abelian algebraA(D̂) � N (D0 \K(D̂)) and de�ne M(D̂) =M(D) _ A(D̂). This algebra has at least Aas center. It is clear that one can choose A(D̂) in an IRd invariant manner. Notice thatwe obtain for the wedge M(Ŵ ) = _fM(D);D �Wgbecause of the double cone theorem 1.4.4.Problem: Do there exist conditions implying thatM(D) is a factor?(III) Also for the algebras of spacelike cones one knows their type. Driessler [Dri77] showedthat the algebra of a spacelike coneM(C) is of type III. Borchers and Wollenberg [BW91]showed the following result:5.5.1 Theorem:Let C be a spacelike cone and e be a direction inside C. LetW be a wedge which is invariantin the e{direction. Then M(C \W ) is of type III1.Notice if C is a cone which is causally stable, i.e. C = C" then exists a larger coneC 0 � C such that C = C 0 \W . Therefore, the algebras of such cones are of type III1.(IV) If one deals with special assumptions then the result of section 5.4 can sometimes bestrengthened. If the group is the translation group of IRd and one is interested in thoserepresentations where the spectrum of U(a) is contained in some proper cone C then oneobtains a stronger result. But �rst we need some notation.117



HJB|Apr./995.5.2 De�nition:Let fA; IRd; �g be a C�{dynamical system and C � IRd be a closed, convex, proper conewith interior points. Let Ĉ denote the dual cone of C. Then we denote by(1) A�0(C) the set of elements ' 2 A� with the properties:(�) a! '(x�ay) is a continuous function on IRd; x; y 2 A.(�) '(x�ay) is the boundary value of an analytic function W (z) holomorphic in thetube T (Ĉ) = fz 2 Cd; =mz 2 interior ofCg:(
) There exists a constant m such thatjW (z)j � k'kkxkkykemk=mzkholds for z 2 T (C).(�) '� ful�ls the same conditions as '.(2) A�(C) is the norm{closure of A�0(C).With this notation one obtains:5.5.3 Theorem:Let fA; IRd; �g be a C�{dynamical system and C � IRd be a closed, convex, proper conewith interior points. Then there exists a projection E(C) in the center of A�� with(1) ' 2 A�(C) i� there holds '(E(C)A) = '(A); 8 A 2 A:(2) Let fH; �g be a representation of A. Then one can �nd a continuous unitary repre-sentation V (a) acting on H, which implements �a with spectrum V (a) � C if andonly if every vector state ! belongs to A�(C).(3) The representation V (a) can be chosen to be in �(A)".For details see [Bch96].(V) Part 5.4 has some interest in connection with broken symmetries. If fA; G; �g is aC�{dynamical system with G a topological group, then one is not only interested in rep-resentations where the symmetry is implemented by a continuous unitary representationof the group G, but also in representations with broken symmetries. By this we mean rep-resentations where the symmetry is no longer exact, but where there is enough symmetryleft in order that it can be observed as symmetry on some observables. One possibility is toassume that there is an exact symmetry on some subalgebra. Adapting this point of viewone should look for some algebra which is isomorphic to a subalgebra of Mc, introducedin the last section. (Lagrangean �eld theory suggests to look at some deformed algebra.But, in the general theory it is not clear what deformation means.)118



HJB|Apr./996. Tensor product decomposition of quantum �eld theoriesThe axioms of quantum �eld theory are such that they allow to describe two or moreindependent theories in one object. There are several mathematical procedures whichpermit to construct a new theory out of two or more independent theories. In all theknown examples the new theory does not describe new physics. The simplest example isthe direct sum, or more generally, the direct integral of theories. The inverse operationis the integral decomposition with respect to the center of the global algebra. There aree�ective criteria implementing that a theory is indecomposable with respect to the directsum operation. This is the cluster decomposition property or equivalently the uniquenessof the vacuum vector [Bch62],[DKKR67].More complicated is the direct product of theories. Starting with two theoriesfMi(O); Ui(�; x);Hi;
ig; i = 1; 2 one can de�ne a new theory on H1
H2 byM(O)= M1(O)
M2(O), U(�; x) = U1(�; x) 
 U2(�; x) and 
 = 
1 
 
2. The new theoryfM(O); U(�; x);H;
g ful�ls again all axioms of local quantum �eld theory. In orderto discover the direct product structure one has to look at the sub{theory fM1(O) 
1l; U(�; x);H;
g which ful�ls the assumptions of the theory of local observables exceptthe cyclicity assumption for the vacuum vector. In this section we want to develop thetheory for the converse operation, i.e. decomposition of tensor products. Besides the usualassumptions we require that the global algebra is a factor, and that the theory satis�esthe Bisognano{Wichmann property.6.0.1 Remark:(1) As a consequence of the Bisognano{Wichmann property one concludes that the theoryful�ls the wedge duality, i.e, for every wedge the relationM(W )0 =M(W 0)holds, where W 0 denotes the opposite wedge of W . For the proof see Prop. 4.4.2.(2) If one identi�es the algebra of the double cone D withM(D) = \fM(W ); D �Wg: (6:0:1)then the general duality property M(D)0 =M(D0)holds, where D0 denotes the (interior) of the spacelike complement of D.6.1)On modular covariant subalgebrasIn order to understand the problem let us start with the assumption that our theoryis a tensor product.fM1(O)
M2(O); U1(x) 
 U2(x);H1
H2;
1 
 
2g:119



HJB|Apr./99First we look at one algebraM for a suitable chosen domain. Then we haveM =M1
M2.Since 
 is a product state we know that also the modular group splits, i.e.�it = �it1 
�it2 :If this is the case then M1 
 1l is a subalgebra of M which is mapped by �t onto itself�t(M1 
 1l) =M1 
 1l:Subalgebras which are mapped by �t onto itself are \modular covariant subalgebras".We start our investigation by introducing modular covariant subalgebras and describ-ing their relations to normal and faithful conditional expectations In addition we describeTakesaki's result on the structure of modular covariant subalgebras [Tak72].Let M be a von Neumann algebra acting on the Hilbert space H and let the vector
 2 H be cyclic and separating forM. Then we denote by �; J the modular operator andthe modular conjugation associated with the pair (M;
).6.1.1 De�nition:A von Neuman subalgebra N � M (1l 2 N ) is called modular covariant if it ful�ls theequation �itN��it = N ; 8 t 2 IR:The set of modular covariant subalgebras ofM will be denoted byMcs(M)Notice that the vector 
 is separating for N but not cyclic, because cyclicity impliesN =M. (See e.g. Kadison and Ringrose [KR86] Thm. 9.2.36.)The symbol [N
] denotes the projection onto the Hilbert subspace generated by N
.Modular covariant subalgebras have the following well known and easy to verify prop-erties. (See [Tak72],[Ko86],[KK92] and [Bch98b].)6.1.2 Lemma:Let N 2 Mcs(M). Let HN be the closure of N
 and denote by EN the projection ontoHN . By bN we denote the restriction of N to HN . Then:1. EN commutes with �it and J . The restriction of � and J to HN will be denoted byb� and bJ.2. b� and bJ are the modular group and modular conjugation of ( bN ;
).3. The commutant of bN in HN coincides with bJ bN bJ.4. The map N �! bN is an isomorphism of von Neumann algebras.5. A 2 M and [A;EN ] = 0 implies A 2 N .6. A 2 M and A
 2 HN implies A 2 N .Proof : 1. SinceN is invariant under the action of the modular group we get �itN
 =N
. Hence �it maps HN onto itself. Therefore, it commutes with EN . For A 2 N weget the identity JA
 = �1=2J�1=2A
 = �1=2A�
. This implies that J maps HN ontoitself. Hence J commutes with EN . 120



HJB|Apr./992. For A;B 2 N we �nd: (
; B̂ b�i(t�i)Â) = (
; B�i(t�i)A
) = (
; A��itB
) =(
; Âb��itB̂
). This implies that b�it ful�ls the KMS{condition with respect to the algebrabN . Hence b�it is the modular group of bN . The equation (A 2 N ) bJ b�1=2Â
 = Â�
 impliesthat bJ is the modular conjugation of bN .3.JNJ is a von Neumann subalgebra ofM0. Since J and N commute with EN we obtainENJNJ = bJ bN bJ = bN 0.4. The algebra N 0 contains M0 which implies that 
 is cyclic for this algebra. Hence we�nd for A 2 N :kAk2 = supB2M0(BEN
; A�ABEN
)=(
; ENB�BEN
)= supB2M0(pENB�BEN
; A�ApENB�BEN
)=(
; ENB�BEN
) = kÂk2:5,6. Let ~N be the subalgebra of those elements inM which commute with EN . Then thisis again a modular covariant subalgebra which contains N . The restriction of ~N to HNhas again b� as modular operator. But this implies that this restriction and bN coincide.Since 
 is separating forM it follows that ~N and N coincide.The results of the last lemma have been strengthened.6.1.3 Theorem: (Takesaki [Tak72])With the assumptions and notations of Lemma 6:1:2 we obtain:1) For A 2 M one has EAE 2 bN .2) There exists a normal faithful conditional expectation E from M onto N .3) E commutes with the modular action:E(Ad�itA) = Ad�itE(A); A �M:4) There exists also a conditional expectation E 0 from M0 to JE(M)J de�ned byE 0(A0) = JE(JA0J)J; A0 2 M0:5) Let E be a projection with E
 = 
. If there is a von Neumann algebra N � M withE 2 N 0 and the central support of E in N 0 is 1l and if addition one has EME = NE thenN is a modular covariant subalgebra of M.Proof: 1) Let A 2 JNJ then A commutes with EN and withM. Hence A commuteswith ENBEN for B 2 M. Since bN is the commutant of dJNJ in B(HN ) it follows thatENBEN 2 bN .2) Let � be the map N �! bN which is a normal isomorphism. For B 2 M de�neE(B) = ��1(ENBEN ):Since ENBEN 2 bN it follows that E is a normal map. For Ni 2 N ; i = 1; 2 we obtainwith B 2 M E(N1BN2) = ��1��(N1)ENBEN�(N2)�= N1��1(ENBEN )N2 = N1E(B)N2 :121



HJB|Apr./99Hence E is a normal conditional expectation.3) Since EN commutes with � it follows that for N 2 N the equation �(Ad�itN) =Ad�it�(N) holds. This implies for A 2 M:E(Ad�itA) = ��1(ENAd�itAEN ) = ��1(Ad�itENAEN )= Ad�it��1(ENAEN ) = Ad�itE(A):4) This is a trivial consequence of 2).5) Let S be the Tomita conjugation of M, then the assumptions imply that S commuteswith E. Next we show that S�S also commutes with E. Let B 2 M0 then EBE commuteswith bN , since E commutes with N . Let now C 2 bN 0, then we want to show that it isof the form E ~CE with ~C 2 M0. De�ne ~C by the equation ~CA
 = AC
; A 2 M. If ~Cis bounded , then it belongs to M and has the properties we need. We get the followingestimate:k ~CA
k = kAC
k = (
; C�A�AC
)1=2= (
; C�EA�AEC
)1=2 = (
; [EA�AE]1=2C�C[EA�AE]1=2
)1=2� kCkk[EA�AE]1=2
k � kCkk jAj 
k:Hence we get bN 0 = EM0E which implies that S�S commutes with E: Hence N is amodular covariant subalgebra. This proves the theorem.6.2) Conditional expectations and half{sided translationsIf M is a von Neumann algebra with cyclic and separating vector then we call theanti{linear operator SM := JM�1=2M the Tomita conjugation of (M;
). In this section wewill deal with operators of the same kind, i.e. operators S ful�lling:(i) S is a densely de�ned closed anti{linear operator with domain of de�nition D(S).(ii) S2 = 1l on D(S).(iii) 
 2 D(S) and S
 = 
.We will call such operators generalized Tomita conjugations.Since S is closed it has a polar decomposition S = J�1=2. Then � is invertible andJ is a conjugation, i.e. J�J = ��1; J = J� = J�1: (6:2:1)These properties follow from the condition S2 = 1l. (See e.g, Bratteli and Robinson [BR79]Prop.2.5.11.)We often deal with the situation that we have a generalized Tomita conjugation Sand a Tomita conjugation SM which is an extension of S. From Eq. (2.1.3) we know(1+�M)�1 � (1+�)�1. This implies that the operator{valued function C(t) := ��itM �ithas a bounded analytic extension into the strip S(0; 12 ). We are interested in determiningthe value of this function at the upper boundary. We obtain:122



HJB|Apr./996.2.1 Lemma:Let S be a generalized Tomita conjugation and SM be the Tomita conjugation of M suchthat the latter is an extension of S. De�ne C(t) := ��itM�it. Then C(t) has a boundedanalytic continuation into the strip S(0; 12) and at the upper boundary one hasC(t+ i2) = JMC(t)J: (6:2:2)Moreover, the following estimate holds:kC(� )k � 1:Proof : Since �M � � it follows by standard arguments that C(t) has a boundedextension into the strip S(0; 12 ). This extension is bounded in norm by 1. Choose  2 D(S�)and ' 2 D(SM) then we have(';C(t+ i2) ) = (� 12M';��itM �it�� 12 )= (JMSM';��itM�itJS� ) = (JM��itM�itJS� ;SM'):Since S� 2 D(S�) we �nd JM��itM�itJS� 2 D(S�M). Hence we obtain= (';S�MJM��itM�itJS� ):With S�MJM = JMSM and the commutation of SM with ��itM we �nd= ('; JM��itM SM�itJS� ):Because SM is an extension of S, we can replace SM by S which commutes with �it.Hence we obtain = ('; JM��itM �itSJS� ):With SJS� = J we get (';C(t+ i2) ) = ('; JMC(t)J ):Since D(SM) and D(S�) are both dense in H the lemma follows.We saw in Sect.2.3 that the elements in Char(M) are in one to one correspondencewith the von Neumann subalgebras belonging to Sub(M). Therefore, it is interesting toknow which condition of Lemma 2.3.2 is the crucial one. It turns out that the conditions(1){(6) can easily be satis�ed, but that condition (7) is the essential one. In order toovercome the lack of condition 7 of Lemma 2.3.2 we will use a property similar to that ofhalf{sided modular inclusions. 123



HJB|Apr./996.2.2 Theorem:Let M be a von Neumann algebra on H with cyclic and separating vector 
 and let SM bethe Tomita conjugation of M. Let S be a generalized Tomita conjugation and assume SMis an extension of S. Assume in addition that S is an extension of �itMS��itM for t � 0.Then:1: There exists a unitary group U(t) with� U(t)
 = 
 for all t 2 IR.� U(t) has a non{negative generator.2: Between the modular group of M and U(t) exist the relations�itMU(s)��itM = U(e�2�ts); JMU(t)JM = U(�t):3: De�ne St = �itMS��itMwhich is monotonously increasing with t and setS1 = limt!1St:Then there holds for s > 0 U(s)S1U(�s) = S� 12� log s:Notice: There exists a variant of this theorem which is obtained by replacing every-where t by �t.The statement of the theorem needs some explanation. By assumption the family�itMS��itM is increasing with t. Hence the projections onto the graphs are an increasingfamily of projections which converges strongly. Since all these projections are majorizedby the projection onto the graph of SM the limit is smaller or equal to the majorant.The proof of this theorem is a variation of the proof of Wiesbrock's theorem on half{sided modular inclusions presented in section 2.4.6.2.3 Lemma:Let S = J�1=2 be a generalized Tomita conjugation. In addition let V be a unitary operatorwitha: VD(S) � D(S).b: V 
 = 
.c: For  2 D(S) one has SV  = V S .Then:The operator{valued function ��itV�it =: V (t)has a bounded analytic continuation into the strip S(0; 12 ) which ful�ls the estimatekV (t + i� )k � 1: 0 � � � 12 :124



HJB|Apr./99At the upper boundary V (z) obeys the equationV (t + i2) = JV (t)J:Proof : Since S commutes with �it it follows that S commutes with V (t). Moreover,since VD(S) � D(S) it follows by the usual argument that ��itV�it has a boundedanalytic continuation into S(0; 12 ). Choose  2 D(S�) and ' 2 D(S). Then one has('; V (t+ i2) ) = (�1=2';��itV�it��1=2 ) = (JS'; V (t)JS� )= (S�J'; V (t)JS� ) = (SV (t)JS� ; J') = (V (t)J ; J') = ('; JV (t)J ):This shows the lemma.Next we have a look at the expression ��itM�it under the assumption of the theorem.6.2.4 Lemma:Assume S is an extension of �itMS��itM for t � 0. Then for the operator{valued function��itM�it =: C(t) the following holds:(i) The inclusion properties:�: C(t)D(S) � D(S) for t � 0.�: C(t)D(S�) � D(S�) for t � 0.
: C(t+ i2)D(S�) � D(S�) for t 2 IR.(ii) This implies:�: For  2 D(S) one has SC(t) = C(t)S provided t � 0.�: For ' 2 D(S�) one has S�C(t)' = C(t)S�' if t � 0.
: For ' 2 D(S�) one has S�C(t+ i2 )' = C(t+ i2 )S�' for all t 2 IR.Proof : S is for t � 0 an extension of �itMS��itM . This implies �itMD(S) � D(S)� D(SM). Hence we obtain C(t)D(S) � D(S) for t � 0. Next choose  2 D(S�) and' 2 D(S) then we obtain for t � 0:( ;S�itMS') = ( ;SM�itMS')= ( ;�itMSMS') = ( ;�itM') = (��itM  ;'):On the other hand we get ( ;S�itMS') = (S';��itM S� ):Since the expression is continuous in ' we conclude ��itM S� 2 D(S�) and from S�D(S�) =D(S�) we get for t � 0 ��itM D(S�) � D(S�): This implies (i),�. Using Lemma 6.2.1 weobtain C(t+ i2)D(S�) = JMC(t)JD(S�) = JMC(t)D(S):125



HJB|Apr./99Because of D(S) � D(SM) we obtain by the de�nition of C(t) the inclusionC(t + i2 )D(S�) � JMD(SM) = D(S�M) � D(S�). This shows (i),
. For t � 0 we obtainfrom ��itM D(S) � D(S) � D(SM)SC(t)D(S) = S��itM�itD(S) = SM��itM�itD(S) = ��itM SM�itD(S)= ��itM S�itD(S) = ��itM�itSD(S) = C(t)SD(S):Next we calculate for  2 D(S�) and ' 2 D(S) and t � 0(';S�C(t) ) = (��itM �it ;S') = (�it ;�itMS��itM�itM'):As �itMS��itM is the generalized Tomita conjugation with domain �itMD(S) � D(S) itfollows that (�itMS��itM )� is an extension of S�. This implies= (�itM'; (�itMS��itM )��it ) = (�itM';S��it ) = (';��itM�itS� ):This shows (ii),�. FinallyS�C(t+ i2)D(S�) = S�JMC(t)JD(S�):As in the proof of (i),
 we have JMC(t)JD(S�) � D(S�M) � D(S�). Hence we obtain= S�MJM��itM �itJD(S�) = JM��itM SM�itJD(S�):Since SM is an extension of S we get= JM��itM S�itJD(S�) = JM��itM �itJS�D(S�) = C(t+ i2)S�D(S�):This shows the lemma.C(t) has an analytic extension into S(0; 12 ). For t � 0 it maps D(S) into D(S) andfor the rest of the boundary it maps D(S�) into D(S�). Therefore, we will map S(0; 12 )bi{holomorphic onto S(0; 12 ) in such a way that IR+ ist mapped onto IR and the rest ofthe boundary is mapped onto i2 + IR. This is achieved by the transformation� = 12� log(e2�z � 1); z = 12� log(e2�� + 1):We introduce B(t) := C( 12� log(e2�t + 1)); (6:2:3)then together with Lemma 6.2.4 holdsB(t)D(S) � D(S); for t 2 IR and SB(t)D(S) = B(t)SD(S);B(t + i2)D(S�) � D(S�); for t 2 IR and S�B(t + i2)D(S�) = B(t + i2)S�D(S�):(6:2:4)126



HJB|Apr./99The last inclusion is valid with the possible exception of the point i2 . Next we show:6.2.5 Lemma:De�ne B(s; t) = ��isB(t)�is with B(t) from Eq. (6:2:3). B(s; t) has an analytic extensioninto the tube based on the quadrangle with the corners(=ms;=mt) = (0; 0); (12 ;�12); (12 ; 0); (0; 12): (6:2:5)In the domain of holomorphy one haskB(�; � )k � 1:In the four corners B(�; � ) takes the valuesB(s; t) = ��isB(t)�is;B(s + i2 ; t) = ��isJB(t)J�is;B(s; t + i2) = ��isB(t + i2)�is;B(s + i2 ; t� i2 ) = ��isJB(t+ i2)J�is:Proof : For t real we get by Lemma 6.2.3 in s an analytic extension into S(0; 12 ) whichis bounded in norm by 1. Moreover, we have B(s + i2 ; t) = JB(s; t)J = ��isJB(t)J�is.For s real Lemma 6.2.1 yields an analytic extension in t into S(0; 12 ) which is also boundedin norm by 1. Moreover, we have B(s; t + i2 ) = ��isB(t + i2 )�is. Since J is anti{linearthe expression JB(t)J can be analytically continued into S(� 12 ; 0) wich is norm{boundedby 1. At the lower boundary one �nds B(s + i2 ; t � i2 ) = ��isJB(t + i2)J�is. Using theMalgrange-Zerner theorem Thm. 1.4.2 we obtain the statement of the lemma.Now we are prepared for the �rst crucial step:6.2.6 Proposition:Between the group �is and the operator{valued function B(t) exist the relations�isB(t)��is = B(t � s) and JB(t)J = B(t + i2):Proof : Choose  2 D(S) and ' 2 D(S�) and de�ne the two functionsF+(s; t) = (';B(s; t) ) = (';��isB(t)�is );F�(s; t) = (S ;B(s; t)�S�') = (S ;��isB(t)��isS�'):127



HJB|Apr./99By Lemma 6.2.5 F+(s; t) has a bounded analytic extension into the tube given by Eq.(6.2.5) and F�(s; t) into the conjugate complex of that domain, which is also the negativeof the domain given by Eq. (6.2.5). By Eq. (6.2.4) we obtain for real s; tF+(s; t) = (S�S�';��isB(t)�is ) = (S��isB(t)�is ;S�')= (��isB(t)�isS ;S�') = F�(s; t):Moreover, one obtains with Eq. (6.2.4) and Lemma 6.2.5F+(s+ i2 ; t� i2 ) = (S�S�';��isJB(t+ i2)J�is ) = (S��isJB(t+ i2)J�is ;S�')= (��isJS�B(t + i2)J�is ;S�') = (��isJB(t+ i2)S�J�is ;S�')= (��isJB(t+ i2)J�isS ;S�') = F�(s � i2 ; t + i2):Using the edge of the wedge theorem Thm. 1.4.1 we obtain a function which is periodic,i.e. F (s; t) = F (s + ni; t� ni); n 2 ZZ:(As mentiond in Sect. 2.6 the discontinuity which might exist at i2 is harmless.) SinceF (�; � ) is bounded by maxfk kk'k; kS kkS�'kg the function must be constant in thedirection of periodicity, i,e.F (s; t) = F (s + z; t� z); z 2 C:Choosing z = �s and inserting the expression for F we obtain:(';��isB(t)�is ) = (';B(t + s) ):For s = i2 and z = � i2 one �nds('; JB(t)J ) = (';B(t + i2) ):Since D(S) and D(S�) are both dense in H we obtain the statement of the proposition.The last result is the basis of the following6.2.7 Proposition:The operator{valued function C(t) is a commutative family of unitary operators. Moreover,there exists a continuous unitary group U(s) with non{negative generator such thatC(t) = U(e2�t � 1) (6:2:6)holds. 128



HJB|Apr./99The proof of this statement is based on the last proposition and it is an exact copyof the corresponding part of the proof of Thm. 2.6.2. Therefore, it does not need to berepeated here.Proof of Theorem 6.2.2: The �rst statement of the theorem is the content of Propo-sition 6.2.7. We know that C(t) ful�ls the cocycle relation, which we use in the form��isC(t)�is = C(s+ t)C(s)�. Inserting Eq.(6.2.6) we �nd��isM U(e2�t � 1)�isM = U(e2�(s+t) � 1)U(�e2�s + 1) = U(e2�s(e2�t � 1)):Since U(t) ful�ls the spectrum condition the last equation can analytically be continuedto arbitrary arguments. This shows the �rst part of statement 2. From (6.2.6) we obtainC( i2) = U(�2). Hence we obtain JM = C( i2 )J = U(�2)J . If we insert Eq. (6.2.3) intothe second expression of Proposition 6.2.6 we getAd JC( 12� log(e2�t + 1)) = C( 12� log(�e2�t + 1)):Using Eq. (6.2.6) this reads AdJU(e2�t) = U(�e2�t). With the above expression for JMwe obtain AdJMU(e2�t) = Ad fU(�2)JgU(e2�t) = U(�e2�t):By analytic continuation we obtain the second relation of statement 2. Finally withAd�itMS = St and Ad�itS = S we obtain AdC(�t)S = St. Inserting Eq. (6.2.6)we �nd AdU(e�2�t � 1)S = St. With S1 = limt!1 St = limt!1AdU(e�2�t � 1)S weget St = AdU(e�2�t)S1 or AdU(s)S1 = S� 12� log s; s > 0. This proves the theorem.From Thm. 6.2.2 one can draw several conclusions. We start with the following result:6.2.8 Corollary:Let M be a von Neumann algebra on H with cyclic and separating vector 
 and let SMbe the Tomita conjugation of M. Let S be a generalized Tomita conjugation and assumeSM is an extension of S. Assume also that S is an extension of �itMS��itM for t � 0. Ifwe have in addition SM = limt!1St;then S is the Tomita conjugation of a von Neumann algebra N which has 
 as cyclic andseparating vector. Moreover, on hasN = U(1)MU(�1):6.2.9 Remark:Unfortunately I could not show that N is a von Neumann subalgebra of M, although itis suggested by the fact that SM is an extension of SN . Up to now one needs additionalinformation in order to conclude that N is a subalgebra of M.129



HJB|Apr./99Proof of the Corollary: With S1 = limt!1 St we know from Thm. 6.2.2 the relationS = U(1)S1U(�1). With S1 = SM it follows S = U(1)SMU(�1). Since M
 is a corefor SM it follows with N = U(1)MU(�1) that N
 is a core for S. Hence the corollary isproved.In connection with conditional expectations one can conclude that the algebra N ,described in Corollary 6.2.8, is a subalgebra ofM.A half{sided translation associated with M is a one{parametric unitary group V (t)ful�lling:(i) V (t)
 = 
 for all t 2 IR.(ii) V (t) has a non{negative generator.(iii) V (t)MV (�t) �M for t � 0 (or for t � 0).With these concepts we show:6.2.10 Theorem:Let M be a von Neumann algebra on H with cyclic and separating vector 
. Assume Nis a modular covariant subalgebra of M and E the associated conditional expectation. (SeeThm. 6:1:3.) Denote by bN resp. bE the restriction of N resp. E to the cyclic subspace ofN . Assume V (t) is a +half{sided translation for M. Then:(i) E(V (t)MV (�t)) is dense in the von Neumann algebra fE(V (t)MV (�t))g".(ii) There exists a +half{sided translation for bN = bE(M) withU(t) bNU(�t) = fbE(V (t))MV (�t))g":Proof : From Thm. 6.1.3 and from E = [N
] we get the relation bE(V (t)MV (�t))
 =EV (t)M
. Since V (t) has a non{negative generator we conclude that EV (t)M
 is densein EH. Let S� 12� log t be the map EV (t)AV (�t)
 �! EV (t)A�V (�t)
. Since JM bNJMis the commutant of bN in EH it follows that S� 12� log t is pre{closed. Denote the closureagain by S� 12� log t. Since V (t)MV (�t) � V (t0)MV (�t0) for t � t0 we obtain with�itMV (s)��itM = V (e�2�ts) and with �it̂N = �itMjEH that SN̂ is an extension of S0 whichis an extension of �it̂NS0��itN̂ for t � 0. Hence the family fStg ful�ls the conditions ofThm. 6.2.2. Consequently exists a +half{sided translation U(t) of bN withSt = U(e2�t)SN̂U(�e2�t):Since fEV (e2�t)A
;A 2 Mg is a core for St there exists an operator B a�liated with Nsuch that U(e2�t)BU(�e2�t)
 = EV (e2�t)AV (�e2�t)
 holds. (See [BR79] Prop. 2.9.5.)Since 
 is separating for bN we obtain U(e2�t)B̂U(�e2�t) = EV (e2�t)AV (�e2�t)E whichimplies kBk � kAk. Hence we get EV (e2�t)MV (�e2�t)E � U(e2�t) bNU(�e2�t). The setsEV (e2�t)M
 and U(e2�t) bN
 are both a core for St which implies that EV (e2�t)M
is dense in U(e2�t) bN
 in the graph topology of St. Since the graph topology of St isstronger than the Hilbert space topology we get the density in the Hilbert space topol-ogy. Since 
 is separating and since EV (e2�t)MV (�e2�t)E is convex we conclude that130



HJB|Apr./99EV (e2�t)MV (�e2�t)E is strongly dense in U(e2�t) bNU(�e2�t). Hence the theorem isproved.6.3) Construction of sub{theoriesIf we start with a wedge W and assume the algebra M(W ) has a modular co-variant subalgebra N (W ). Let EW be the associated conditional expectation and EWthe projection onto [N (W )
]. If we now change the wedge to �W + x then of courseU(�; x)N (W )U(�; x)� is a modular covariant subalgebra of M(�W + x). But in orderto obtain a decomposition of the global �eld theory the projections EW and E�W+x haveto coincide. If this is the case then we also need conditional expectations for the algebrasM(D) associated with double cones. In order to be able to construct such conditionalexpectations the algebras must be closely related to the algebras of wedges. Therefore, weset M(D) = \fM�W+x; D � �W + xg:Now we can de�ne what we mean by the coherence property.6.3.1 De�nition:Assume we deal with a quantum �eld theory in the vacuum sector. Assume with everydouble cone D and every wedge W is associated a modular covariant subalgebra N (D) �M(D) and N (W ) �M(W ). Then we call this family coherent if the projections ED andEW coincide for all double cones D and for all wedges W .Unfortunately it is not always possible to transport the conditional expectation fromone wedge to all others in a coherent way. Half{sided translations can only be used if thepositive linear maps Lt(A) :M! bN de�ned byLt(A) = U(�t)EV (t)AV (�t)EU(t)are trivial. These half{sided translations ofM(W ) would be necessary in order to transportthe conditional expectation to the shifted wedges or to pass to other wedges with one lightray in common. (See Sect. 4.4.)In case one knows that the translations in the characteristic two{plane of the wedgeW commute with EW one can conclude more:6.3.2 Lemma:Let the dimension of the Minkowski space be larger than 2. Let N (W ) be a modular covari-ant subalgebra of M(W ). Assume EW commutes with the translations in the characteristictwo{plane of W . Then EW commutes with all translations.Proof : From the projection EW we de�ne the projection EW (a) by EW (a) =AdU(a)EW . For x in the characteristic two{plane we get AdU(x)EW (a) = EW (a). LetP be the von Neumann algebra generated by all EW (a). This algebra is invariant underthe group U(a). Since this group ful�ls the spectrum condition it is inner, i.e there existsa unitary group V (a) 2 P with V (a)AV (�a) = U(a)AU(�a) for all A 2 P. The group131



HJB|Apr./99V (a) ful�ls also the spectrum condition and maps 
 onto 
 [Bch96]. Moreover, we getV (x) = 1 for x in the characteristic two{plane. Denote the spectral family of V (a) byF (�). Let F (!) be the spectral projection associated with the set fp; p0 < !g then theconstance of V (x) implies F (!) = F (f0g). Hence for every compact set � not containingthe origin we get F (�) = 0. This implies V (a) = 1l and hence the lemma.Assume we have a coherent family of modular covariant subalgebras for all wedges.It remains to construct a modular covariant subalgebra for every double cone.6.3.3 Lemma:Let N (W ) be a coherent family of modular covariant subalgebras of M(W ). De�ne forany double cone N (D) = \fN (W ); D �Wg:Then N (D) is a modular covariant subalgebra ofM(D) = \fM(W ); D �Wg:Moreover, one has [N (D)
] = [N (W )
]:Proof : Because of the coherence we know that EW is independent of W . Therefore,we call it E. For every W we know by Lemma 6.1.2 N (W ) =M(W ) \ fE; 1lg0. Hence weobtain by de�nition of N (W ) the relationN (D) =M(D) \ fE; 1lg0: (6:3:1)This shows that N (D) is a subalgebra of M(D). For A 2 M(D) and a wedge W � Done has EW (A)
 = EA
. Since the right side is independent of W we obtain N (D)
 =EM(D)
. Hence 
 is cyclic for bN (D) in EH. Since this vector is also separating for Nand since E commutes with N (D) it follows that the central carrier of E in N 0 is 1l, i.e.the map � : N (D) �! bN (D)is an isomorphism of von Neumann algebras. De�ne for A 2 M(D)ED(A) = ��1(EAE)then Eq. (6.3.1) implies that ED is a conditional expectation. This implies by Thm.6.1.3,4 that EH is invariant under the modular group ofM(D). Hence N (D) is a modularcovariant subalgebra of M(D). This shows the lemma.We saw that the coherence property is not automatic. Therefore we have to assumethis in the future. Next we show: 132



HJB|Apr./996.3.4 Lemma:Let fM(D); U(�; x);
g be a theory of local observables ful�lling the Bisognano{Wichmannproperty. Let fN (W );N (D)g be a coherent family of modular covariant subalgebras andE = EW be the associated projection. Then EH is invariant under the Poincar�etransformations U(�; x). Moreover, for every wedge the restrictions b�itW and bU (�W (t); 0)coincide. Here �W (t) denotes the Lorentz boosts which map W onto itself.Proof : We know that E commutes with the modular group of every wedge. Since thetheory has the Bisognano{Wichmann property it follows that the modular group coincideswith the corresponding Lorentz boosts and hence E commutes with these boosts. Sincethe Lorentz boosts and the translations generate the whole (connected part of the iden-tity) Poincar�e group (see Sect. 4.4), the projection E commutes with all U(�; x). SinceU(�W (t); 0) and �itW coincide it follows that also their restrictions to EH coincide.We collect the main results of this section in the following6.3.5 Theorem:Let fM(D); U(�; x);H;
g be a theory of local observables ful�lling the assumptions ofthe introduction. Assume there exists a coherent family of modular covariant subalgebrasN (W ) of M(W ). Then a local quantum �eld theory f bN (D); bU (�; x); EH;
g exists whichful�ls the axioms listed in the introduction. In particular one has for every wedgebN (W ) = _f bN (D);D �WgProof : Let fN (D);N (W )g be the coherent family of modular covariant subalgebraswhere N (D) is constructed as in Lemma 6.3.3. Let f bN (D); bN (W )g be the restrictionof this family to the Hilbert space EH and let bU(�; x) be the restriction of the unitaryrepresentation of the Poincar�e group described in Lemma 6.3.4. From AdU(�; x)M(W ) =M(�W + x) and N (W ) =M(W ) \ f1l; Eg0 we obtain AdU(�; x)N (W ) = N (�W + x).Since N (D) is the intersection of fN (W );D �Wg it follows AdU(�; x)N (D) = N (�D+x). Finally from M(W ) = _fM(D);D � Wg we get M(W )0 = \fM(D)0;D � Wg.Hence \fN (D)0 ;D �Wg = \fM(D)0 _ f1l; Eg";D �Wg=� f\fM(D)0 : D �Wg _ f1l; Eg"g =M(W ) _ f1l; Eg" = N (W )0implies N (W ) � _fM(D) \ f1l; Eg0;D �Wg = _fN (D);D �Wg � N (W ):Since all N (D), and U(�; x) commute with E and 
 is cyclic for bN (D) in EH the setf bN (D); fbU (�; x); EH;
g de�nes a theory of local observables as described in the intro-duction. 133



HJB|Apr./996.4)Decomposition of the global algebraThe investigations of this subsection are based on a result of Takesaki [Tak72]. Noticeif N is a modular covariant subalgebra of M, then this is also true for N c := N 0 \M.The existence of the two conditional expectations E and Ec has some important con-sequences.6.4.1 Theorem:Let M be a von Neumann algebra with cyclic and separating vector 
. Assume N 2Mcs(M) is a von Neumann subfactor. Let N c be the relative commutant of N in M andlet R = N _N c be the von Neumann algebra generated by N and N c. Then the map� :XAi 
Bi 2 N 
N c �!XAiBi 2 R �Mextends to an isomorphism of N
N c onto R = N_N c. Moreover the vacuumstate (
; :
)is a product{state on R, i.e. A 2 N and B 2 N c implies(
; AB
) = (
; A
)(
; B
):Proof : Let A 2 N and B 2 N c and let E be the conditional expectation from Monto N . Then one �nds AE(B) = E(AB) = E(BA) = E(B)A:Since N is a factor and E(B) 2 N we see that E(B) is a scalar. This implies in particularE(B) = (
; B
):Hence we obtain by Lemma 6.2.2(
; AB
) = (
E(AB)
) = (
; AE(B)
) = (
; A
)(
; B
)implying that (
; :
) is a product{state on R. Let Ai 2 N be such that fAi
g forms anorthonormal basis of HN and Bj 2 N c be such that fBj
g forms an orthonormal basis ofHN c . Then one �nds(AiBj
; AkBl
) = (
; A�iAk
)(
; B�jBl
) = �i;k�j;l:Because of the separating property of 
 the set fAig is weakly total in N and fBjg isweakly total in N c. This implies that fAiBjg is weakly total in R. This shows thatU : Ai

Bj
 �! AiBj
de�nes a unitary map from HN
HN c onto HR. HenceUXAi 
BiU� =XAiBi134



HJB|Apr./99extends to a normal isomorphism of von Neumann algebras.In order to apply Takesaki's result on tensor products we have to know that themodular covariant subalgebra N (W ) of M(W ) is a factor, which will be show under theassumption that M(W ) itself is a factor. This is known to be the case if the globalalgebra is a factor. Since the factor property for M(D) is not known we are not able toshow that N (D) is a factor. Hence we can not use Takesaki's result. Here we will use acharacterization of tensor products due to Ge and Kadison [GK66].For the factor property of N (W ) we use Lemma 5.2.2: Let U(t) be a half{sidedtranslation of the von Neumann algebra M. Denote by E0 the projection onto the U(t)invariant vectors and by F1 the projection onto the eigenvectors of �M to the eigenvalue1. Then one has F1 � E0:From this we conclude:6.4.2 Proposition:Let fM(D); U(�; x);H;
g be a theory of local observables. Assume the global algebra is afactor and hence M(W ) is a factor. Then every modular covariant subalgebra of M(W )is a factor.Proof : Let N (W ) be a modular covariant subalgebra of M(W ) and let Z be in thecenter of N (W ). Then bZ is in the center of bN (W ) and hence it commutes with b�itW . Sincethe map N (W ) ! bN (W ) is an isomorphism we �nd that Z commutes with �itW . Thisimplies Z
 2 F1H � E0H. As the group generated by half{sided tranlations for M(W )contains the time translation it follows E0H = C
. Hence Z
 = z
; z 2 C and theseparability of 
 implies Z = z1l. This shows the proposition.Knowing that N (W ) is a factor, we can use Takesaki's result for the construction oftensor products. But �rst we have to look at the relative commutants.6.4.3 Lemma:Assume fN (W )g is a coherent family of modular covariant subalgebras of fM(W )g. LetN c(W ) be the relative commutant of N (W ) in M(W ). De�ne N p(W ) = N (W )_N c(W ).Then fN c(W )g and fN p(W )g are both coherent families of subalgebras of fM(W )g.Proof : We know that the two families fM(W )g and fN (W )g are covariant under thePoincar�e group. Hence the family fN c(W )g is covariant under the Poincar�e group. SinceN c(W + a) � N c(W ) for a 2 W we obtain by a Reeh{Schlieder type argument that theprojection [N c(W )
] commutes with the translations. In order to show that it commutesalso with the Lorentz transformations we use the half{sided translations of M(W ) whichare explained in Sect. 4.4 and which are connected with Lorentz transformations.Let W (`; `1);W (`; `2) be two wedges with the same �rst vector then the algebraM(W (`; `1)\W (`; `2)) ful�ls the condition of half{sided modular inclusion with respect toboth algebrasM(W (`; `1)) andM(W (`; `2)) (See Thm. 4.4.3). Since the same argumentsare true for the algebras fN (W )g and since [N
] commutes with Poincar�e transformationswe conclude that the unitary groups Vi(t) which map M(W (`; `i)) onto M(W (`; `1) \W (`; `2)) commute with [N (W )
]. Hence Vi maps N c(W (`; `i)) onto N c(W (`; `1) \135



HJB|Apr./99W (`; `2)). Since the groups Vi(t) ful�l the spectrum condition we get by a Reeh{Schliedertype argument that [N c(W (`; `i))
] and [N c(W (`; `1) \W (`; `2))
] are the same projec-tions. Since one can repeat these arguments we obtain that [N c(W )
] commutes also withall Lorentz transformations. Hence fN c(W )g is a coherent family. The same method canbe used the corresponding result for fN p(W )g.6.4.4 Remark:The relative commutant of N p(W ) is trivial, because (N p(W ))c belongs to the center ofthe factor N p(W ) (see Prop. 6:4:1).Since we do not know whether or not M(D) and N (D) are factors, we will de�neN c(D) and N p(D) di�erently.6.4.5 De�nition:With the assumptions as before we set for double conesN c(D) = \fN c(W ); D �Wg;N p(D) = \fN p(W ); D �Wg: (6:4:1)Since these de�nitions are similar to those in Lemma 6.3.3, the conclusion of that lemmaholds for N c(D) and N p(D) with the obvious changes.Next we have to look at conditions which imply thatM(D) is isomorphic to a tensorproduct. For the proof of such condition we need a result of Ge and Kadison which is basedon the tensor slice mapping introduced by Tomijama [Tmj57]. First we have to explainthis concept.Let R and S be von Neumann algebras acting on the Hilbert spaces H and K. Let! and � be normal linear functionals on R and S respectively. Then their product ! 
 �de�nes a linear functional on R
S which is de�ned on H
K. Keeping ! �xed and taking ;� 2 K and choosing T 2 R
S then the expression ! 
 � ;�(T ) de�nes a sesquilinearform on K. This form is continuous and de�nes by the Riesz representation theorem alinear operator 	!(T ). Since the commutant of R
S is R0
S 0 it is easy to see that	!(T ) belongs to S. This is the tensor slice mapping introduced by Tomijama. In thesame manner there exists a mapping 	� : R
S ! R.With this concept the following result of L. Ge and R. Kadison [GK66] holds, whichwe quote without proof:6.4.6 Proposition:Let M be a von Neumann subalgebra of R
S, then M splits, i.e. M = R1
S1 withR1 � R and S1 � S exactly if every tensor slice mapping sends M into M.Using this result we obtain:6.4.7 Proposition:Let N (D) be de�ned as in Lemma 6:3:3 and N c(D);N p(D) as in Eq. (6:4:1) then one hasN p(D) �= N (D)
N c(D)136



HJB|Apr./99Proof : Assume D � W then N p(D) is a subalgebra of N (W )
N c(W ). Since 
 iscyclic and separating for N c restricted to HN c , every normal functional � of N c is of theform � = ('; :  ) with '; 2 HN c . Looking at 	�(A) is equivalent to looking at(EN 
 P')A(EN 
 P )where P' and P are the projections onto ' and  respectively. This shows by Eq. (6.3.1)that 	�(A) is proportional to ED(A), and hence 	�(A) 2 N p(D). By symmetry we getalso 	!(A) 2 N p(D). So we �nd N p(D) �= N (D)
N c(D).Collecting the results of this section we obtain:6.4.8 Theorem:Let fM(O); U(�; x);H;
g be a theory of local observables ful�lling the assumptions listedin the introduction. Assume that fN (W )g is a coherent family of modular covariant sub-algebras of fM(W )g. Let N c(W ) be the relative commutant of N (W ) in M(W ) andN p(W ) = N (W ) _ N c(W ). Then:(1) There exists on H a sub{theory of local observablesfN p(D);N p(W ); U(�; x)gcovariant under the existing unitary group U(�; x). Moreover, fN p(D);N p(W )g are mod-ular covariant subalgebras of fM(D);M(W )g such that N p(W ) has a trivial relative com-mutant in M(W ). If Ep denotes the projection onto [N p(W )
] then Ep commutes withN p(D);N p(W ) and the group{representation U(�; x). Moreover, 
 is cyclic for N p(D)in EpH. If we denote the restriction of N p(D) and U(�; x) by bN p(D) and bU (�; x) respec-tively then f bN p(D); bU (�; x); EpH;
gde�nes a theory of local observables satisfying the axioms listed in the introduction.(2) There exists two coherent families fN (D);N (W )g and fN c(D);N c(W )g of modularcovariant subalgebras of fM(D);M(W )g. If E and Ec are the projections onto [N (W )]and [N c(W )] respectively then these projections commute with U(�; x) and E with N (D)and Ec with N c(D). With this we obtain:f bN p(D); bU (�; x); EpH;
g �= f bN 0(D)
 bN c(D); bU0(�; x) 
 bUc(�; x); EH
EcH;
0 
 
cg:In this formula bX0 denotes the restriction to EH and bXc the restriction to EcH.Proof : The existence of the local �eld theory fN p(D);N p(W ); U(�; x)g such that itsrestriction to EpH is a theory of local observables with cyclic vector has been shown inLemma 6.4.3. That the relative commutant of N p(W ) in M(W ) is trivial follows fromRemark 6.4.4. That the restrictions bN p(W ) and bN p(D) split into a tensor product hasbeen shown in Lemma 6.4.3 and Prop. 6.4.7. From the coherence property shown in Thm.137



HJB|Apr./996.3.2 we conclude that also the Hilbert space EpH splits into a tensor product EH
EcH.Since this splitting is independent of the domains W and D the theorem is proved.6.5) The hidden charge problemIf we look at the modular covariant subalgebrasN (W ) ofM(W ), then it can happenthat the relative commutant N c(W ) of N (W ) inM(W ) is trivial, i.e. N c(W ) = C1l. Thisis called the hidden charge problem because of the following reason: If we start with atheory of local observables fN (O); U(�; x);H;
g such that the theory has charged sectorswhich are connected by localized Bose �elds, then we can add these Bose �elds and obtaina �eld algebra fF(O); bU (�; x); bH;
g which also ful�ls the assumptions of the theory oflocal observables. Knowing only the latter theory one would like to discover the local netfN (O); U(�; x);H;
g and the structure of the charged �elds. The simplest case has beendiscussed in [Bch65] namely that the charged �elds are covariant under the action of acompact abelian group. In this case one has unitary operators in M(W ) which de�neautomorphisms of N (W ). This is no longer true in the general situation. The next, morecomplicated case is described by Doplicher, Haag and Roberts [DHR69]. Here, or moregeneral in the situation described by Buchholz and Fredenhagen [BF82], the commutant ofN (W ) _N (W 0) is generated by minimal projections. In general one has to cope with thesituation where the commutant of N (W )_N (W 0 ) is not generated by minimal projections.In both cases, the tensor product decomposition and the hidden charge situation, one hasto look at sub{theories. Therefore, both problems are mingled and one has to disentangleand to solve them.Let fN (W )g be a coherent family of modular covariant subalgebras of fM(W )g andassume that the relative commutant N c(W ) of N (W ) in M(W ) is trivial. Let E be theprojection onto [N (W )
]. We introduce:6.5.1 De�nition:(1) G denotes the set of wedges, double cones, and spacelike complements of double cones.(2) For G 2 G we de�ne M1(G) =M(G) _ f1l; Eg":(3) N c1 (G) denotes the relative commutant of N (G) with respect to M1(G). Since byRemark 6.0.1 duality holds inside G one hasM1(G) = N (G0):(4) N1 denotes the von Neumann algebra generated by all N (G).The following properties ofM1(G) are easy to derive.6.5.2 Lemma:Let M1(G) be the algebra de�ned in 6:5:1. Then:(1) For every wedge the algebra M1(W ) is a factor.(2) For the relative commutant of M(G) in M1(G) one hasM1(G) \M(G)0 =M(G0) \N (G0)0 = N c(G0):138



HJB|Apr./99Hence for every wedge M1(W ) \M(W )0 is trivial.(3) For the relative commutant N c1 (G) one hasN c1 (G) =M1(G) \M1(G0) = N c1 (G0):(4) Ad�itGM1(G) =M1(G) and henceAd�itGN c1 (G) = N c1 (G).Proof : (1) Prop. 6.4.2 implies that N (W 0) = M1(W )0 is a factor. (2) The relativecommutant ofM(G) inM1(G) is trivial if N c(G0) is trivial. This is the case for all wedgesby assumption and Lemma 6.4.3.(3). The de�nition of N c1 (G) implies together with Def.6.5.1.(3) N c1 (G) = M1(G) \ N 0(G)) = M1(G) \M1(G0). Since this is symmetric in Gand G0 we get the statement. (4) EG commutes with �itG (Lemma 6.1.2).Our �rst goal is to look at partial isometries inM(W ).6.5.3 De�nition:Let N (W ) be a modular covariant subalgebra of M(W ). We set:(i) J (W ) = fV 2 M(W ); V partial isometry with V �V = 1l; V V � = R(V )g.(ii) P(W ) = fV EV � =: F ; V 2 J (W )g, where E = [N (W )
] = [N (W 0)
].(iii) By U(W ) we denote the set of unitaries inM(W ).With this notation we show:6.5.4 Lemma:1) Let F 2 P(W ) and P be a projection in M1(W ) with P � F . Then:� P 2 P(W ), i.e. there exists an element V1 2 J (W ) with P = V1EV �1 .� There exists an element W 2 J (W ) \ N (W ) with V1 = V W where V is de�ned byF = V EV �.
 If F = P then W is unitary.2) Let F1 = V1EV �1 ; F2 = V2EV �2 be in P(W ). Assume (V1V �1 )(V2V �2 ) = 0. Then existsan element V 2 J (W ) with V EV � = F1 + F2.3) Let F 2 P(W ) then exists a unitary element U 2 U(W ) with F � UEU�.Proof : 1.�) By assumption one has V �1 PV1 � E. Since V �1 PV1 commutes withN (W 0)there exists a projection H 2 N (W ) with V �1 PV1 = HE. Since N (W ) is a factor of typeIII exists a partial isometry W 2 N (W ) with W �W = 1l and WW � = H. The operatorV1W belongs to J (W ) and one �nds V1WEW �V �1 = V1EHV �1 = V1V �1 PV1V �1 = P . Thisimplies also �.1.
) From V1EV �1 = F1 = F2 = V2EV �2 we obtain V �2 V1EV �1 V2 = E. Hence V �2 V1commutes with E which implies V �2 V1 =W 2 N , Since V1 and V2 have the same range itfollows that W is unitary.2) Choose a projection H 2 N (W ) with H 6= 0 6= (1l � H). Choose W1 2 N (W ) withW1W �1 = 1l; W �1W1 = H and W2 2 N (W ) with W2W �2 = 1l; W �2W2 = (1l�H). De�neV = V1W1 + V2W2139



HJB|Apr./99then we �nd with V �2 V1 = 0 and with W1W �2 = 0V �V = (V1W1 + V2W2)�(V1W1 + V2W2) =W �1 V �1 V1W1 +W �2 V �2 V2W2 =H + (1l�H) = 1l;V V � = (V1W1 + V2W2)(V1W1 + V2W2)� =V1W1W �1 V �1 + V2W2W �2 V �2 =R(V1) +R(V2):Moreover, since Wi commutes with E we obtainV EV � = (V1W1 + V2W2)E(V1W1 + V2W2)� = V1EV �1 + V2EV �2 = F1 + F1:3) Let F = V1EV �1 with R(V1) 6= 1l. Since M(W ) is of type III exists an element V2 2J (W ) with R(V2) = (1l�R(V1)). From this follows 3) by statement 2).By the result of the last lemma it is su�cient to look at unitary elements in J (W ), i.e.at elements of U(W ). Now we introduce the sectors associated with elements V 2 J (W ).6.5.5 De�nition:Let fN (W )g be a coherent family of modular covariant subalgebras of fM(W )g.1) For V 2 J (W ) we set S(V ) = [N (W )V EH]:2) N 01 = \DN (D)0 \W N (W )0Notice that the projection S(V ) does not only belong to N (W )0 but also to N (W 0)0Since the Hilbert space EH is invariant under N (W 0). We observe6.5.6 Theorem:Let fN (W )g be a coherent family of modular covariant subalgebras of fM(W )g. Then forevery V 2 J (W ) the projection S(V ) belongs to N 01.Proof : The proof of this theorem consists of three parts. First assume V belongs toJ (W + a) where a belongs to the interior of the wedge W , then the statement is true.Next we have to show that S(AdU(�a)V ) depends weakly continuous on �. The thirdpart consists of showing that the statement remains true if one takes limits of elementsdesribed in the �rst part.The �rst part follows from the fact that D1 = W \ (W 0 + a) is not empty. LetD be contained in D1 such that D + x is contained in D1 for some open set N . Hence[fN (D+x); D+x �W[(W 0+a)g commutes with S(V ). Next we look at the commutatorbetween S(V ) and AdU(x)A with A 2 N (D). Taking matrix elements of this commutatorbetween vectors which are entire analytic for the translations then one obtains with help ofthe Jost{Lehmann{Dyson representation (Thm. 1.4.6.) that these vanish for all x 2 IRd.Since the analytic vectors are dense in H, the commutator vanishes everywhere. HenceS(V ) belongs to N 01.For the second part we write SW (V ) in order to indicate that S depends on W .Let a 2 W then the coherence implies the commutativity of E with U(�a). The re-lation SW (AdU(�a)V )H = closure N (W )U(�a)V U(��a)EH = U(�a) closure N (W �140



HJB|Apr./99�a)V EH = AdU(�a)SW��a(V )H. Since N (W��a) is a continuous monotonous increas-ing family of von Neumann algebras it follows that [N (W��a)V EH] is a strongly continu-ous monotonous increasing family of projections. Also U(�a) depends strongly continuouson �. Since H is invariant we conclude that SW (AdU(�a)V ) is weakly continuous in �.Notice: In order that SW (AdU(�a)V ) belongs also to N (W 0)0 one has to keep � � 0.For the third part choose a 2 W . Then for � > 0 the projection S(AdU(�a)V )belongs toN 01. Hence forA 2 N1 we obtain [A;S(AdU(�a)V )] = 0. Since S(AdU(�a)V )depends weakly continuous on � for � � 0 we get [A;S(V )] = 0. This implies S(V ) 2 N 01.Before we continue the investigation of N c1 (W ) we need the following preparation:6.5.7 Lemma:Assume V 2 U(W ) and set P = V EV �. Then:(i) The vector V 
 is cyclic and separating for M(W ).(ii) An element A 2 M(W ) belongs to VNV �, i� [P;A] = 0.(iii) Let 
 be the isomorphism 
 : VNV � ! VNV �P thenEV (A) := 
�1(PAP ); (6:5:1)de�nes a normal faithful conditional expectation from M(W ) onto VN (W )V �.Proof : (i) Since V 2 M(W ) is unitary we get M(W )V 
 = M(W )
. Next assumeA 2 M(W ) and AV 
 = 0 then we get AV = 0 and hence A = 0.(ii) The equation [A;P ] = 0 implies AV EV � � V EV �A = 0 and hence [V �AV;E] = 0.This holds only if V �AV 2 N (W ). This implies [A;P ] = 0 i� A 2 VN (W )V �.(iii) Since the vector V 
 is separating for M(W ) it follows that the map 
(V NV �) =V NV �P; N 2 N (W ) is an isomorphism. This implies that EV (A) := 
�1(PAP ) is anormal, faithful, positive linear map from M(W ) onto VN (W )V �. Since the elementsin VN (W )V � commute with P we see by the de�nition of 
, that EV is a conditionalexpectation.Little is known about the structure of N c1 . A special situation appears if one hasS(V ) = V EV �. In this case we obtain6.5.8 Proposition:Assume V 2 J (W ) is such that S(V ) = V EV �. Then it ful�ls the following properties:(i) V is unitary.(ii) S(V ) is a minimal in N c1 (W ).(iii) V � induces an isomorphism of N , i.e.V �N (W )V = N (W ):Proof : (i) Since EH contains the cyclic vector one obtains together with the previouslemma R(V ) = [VH] = [VM(W 0)EH] = [M(W 0)V EH] = 1l.(ii) Assume P1 2 N c1 (W ) is such that P1 � P = S(V ) then by Lemma 6.5.4.(1.�) existsa partial isometry W 2 N (W ) with W �W = 1l and P1 = VWEW �V �. From the �rst141



HJB|Apr./99statement we get VW is unitary. Since V is unitary we get W is unitary. Hence we getP1 = P and P is minimal.(iii) For N 2 N (W ) one has V �NV 2 M(W ). Moreover, one �nds EV �NV = V S(V )NV= V �NS(V )V = V �NV E. Hence V �NV commutes with E which implies V �NV 2 N .Hence 
(N) := V �NV is an endomorphism of N (W ). Since P is minimal in N c1 (W ) =N (W )0 \ N (W 0)0 we get PN (W ) _ N (W 0) = B(PH). The relation [V �PV;N (W )] =0 implies [P; VN (W )V �] = 0. Since VN (W )V � commutes with N (W 0) we concludePVN (W )V � � PN (W ). Let � be the isomorphism N (W ) ! PN (W ), then �(N) :=��1(PV NV �) de�nes a second endomorphism of N (W ). We get � � 
(N) =��1(PV V �NV V �) = N . Moreover, we �nd E
 � �(N) = EV ���1(PV NV �)V =EV �P��1(PV NV �)V = EV �P (V NV �)V = EV �V NV �V = EN . This inplies 
 ��(N) = N . Hence 
 is an isomorphism.Finally we are interested in the structure of the set of V 's such that S(V1) = S(V2)holds. We obtain a result only if S(V1) is a minimal projection in N c1 (W ).6.5.9 Theorem:Assume V1; V2 2 U(W ) such that S(V1) = S(V2) 6= E holds. If in addition S(V1) is aminimal projection in N c1 (W ) then there exist two unitary operators W1;W2 2 M(W )with V2 =W1V1W2:Proof : If V1EV �1 = S(V1). Assume V2EV2 < S(V1). Then one has V �1 V2EV �2 V1 < E.Since this operator commutes with N (W 0) we obtain V �1 V2EV �2 V1 2 N (W )E. Henceexists a partial isometry W 2 N (W ) with domain 1l and range such that E.range Wcoincides with V �1 V2EV �2 V1. But this implies W �V2 2 N (W ). This is only possible forS(V1) = E. If this is not the case then Lemma 6.6.4,
 implies V2 = V1W with a uni-tary W in N (W ). If S(V1) 6= E and V1EV �1 6= S(V1) then one has also V2EV2 6= S(V1).Next notice that the minimality implies S(V1)N c1 (W )S(V1) = CS(V1). Hence we �ndS(V1)N c1 (W )S(V1)ViEH = ViEH; i = 1; 2. Therefore, ViEH; i = 1; 2 are invari-ant under S(V1)N (W 0) _ N c1 (W )S(V1) which implies ViEV �i 2 S(V1)N (W )S(V1). SinceS(V1)N (W )S(V1) is of type III there exists a unitary Ŵ 2 N (W )S(V1) with ŴV1EH =V2EH. Since the mapM(W )! N (W )S(V1) is an isomorphismwe can replace Ŵ by its in-verse image in N . The relationWV1EH = V2EH implies by Lemma 6.6.4,
 V2 =WV1W1.From this result we learn that the \minimal sectors" S(V ) are characterized by theleft{right co{sets U(N (W ))V U(N (W )). Hence one can multiply minimal sectors anddecompose the product into sectors. Unfortunately it is not known whether or not thealgebra N c1 (W ) is of type I. 142



HJB|Apr./996.6) Structure of decomposable theoriesIn this section it will always be assumed that fN (W )g is a coherent family of modularcovariant subalgebras of fM(W )g.Having solved the decomposition problem for tensor products and the hidden chargeproblem we shall have a look at the situations which might occur.1. The simplest case is that, where N (W ) and N c(W ) together generate M(W ). In thissituation the theory is the tensor product of two \simpler" theories.2. The other extreme is the case where N c(W ) consists of multiples of the identity. Thisis the pure hidden charge situation.3. If N c(W ) is not trivial then N (W ) and N cc(W ) are not necessarily the same. Since therelative commutant of N (W ) in N cc(W ) is trivial, the passage from N (W ) to N cc(W ) isagain a hidden charge problem. If we have solved this problem, then there are again twopossibilities:3.a. N c(W ) and N cc(W ) generate the whole algebraM(W ). This is the same as situation1.3.b. N c(W ) and N cc(W ) generate only a subalgebra N p(W ) = N c(W )
N cc(W ). Inorder to get toM(W ) one has to solve the hidden charge problem for the algebra N p(W ).4. Starting from N (W ) and N c(W ) then it can happen that N (W )
N c(W ) = N p(W ) isnot the whole algebraM(W ). In this situation one has to solve the hidden charge problemfor N p(W ).The discussion of the cases 1|4 can be summarized in the following diagram: N a modular covariant subalgebra of M.N c =M\N 0.fN ;N cg B:f:�! fN cc;N cg??yt:p: ??yt:p:N cc
N c??y %B:f &B:fN
N c �! B:f:�! �! Mt.p. stands for the construction of the tensor product.B.f. stands for the construction of the Bose �eld.If we have reached the algebra N (W )
N c(W ) then one has to solve a hidden chargeproblem in order to get to M(W ). But the algebra N (W )
N c(W ) is a subalgebra ofN cc(W )
N c(W ). If these algebras are di�erent then the relative commutant ofN (W )
N c(W ) in N cc(W )
N c(W ) consists again of the multiples of the identity. Hencethe passage from N (W )
N c(W ) to N cc(W )
N c(W ) is a hidden charge problem.It remains to explain why the algebraN cc(W )
N c(W ) does not need to coincide withM(W ), although we have solved a hidden charge problem in order to pass from N (W )143



HJB|Apr./99to N cc(W ). It might happen that both theories constructed from N cc(W ) and N c(W )have sectors associated with Fermi �elds. Let us denote these theories by fFcc(O)g andfFc(O)g. Now let us take the tensor product fFcc(O)
Fc(O)g. In this situation thetheory N cc(W )
N c(W ) has as well Bose{ as Fermi sectors because the tensor product oftwo Fermi �elds is a Bose �eld. If we restrict the theory to all Bose sectors, then thereare sectors which are Bose sectors but not tensor products of Bose sectors. Therefore,N cc(W )
N c(W ) do not need to coincide with M(W ).6.7) Remarks, additions and problems(i) The decomposition theory is based on the existence of modular covariant subalgebrasN (W ) 2 M(W ). Therefore, the structure of this set Mcs(M) de�ned in 6.1.2 is of inter-est. In particular one would like to know whether or not two di�erent modular covariantsubalgebras must have a non{trivial intersection.(ii) The main problem of the decomposition theory is the construction of coherent familiesof modular covariant subalgebras. In Sect. 6.2 we have investigated the relation of half{sided translations to modular covariant subalgebras. Thm. 6.2.10 indicates that the familyof modular covariant subalgebras obtained from one such subalgebra by means of Poincar�etransformations is often coherent. But conditions are missing implementing that this isthe case.(iii) If N c(W ) is trivial then only little is known about the algebra N c1 (W ). In the usualtheory of superselection sectors (d=4) one �nds that S(V )N c1 (W ) is of type I. Is thistrue in the general case of hidden charges? If this holds then with help of the method ofDoplicher and Roberts [DR89] one should be able to construct the compact gauge group.However, if S(V )N c1 (W ) is of type II or III then this implies that the gauge group cannotbe compact.(IV) Nothing has been said about the statistics of sectors. It would be nice if one couldrepeat the arguments of Doplicher, Haag and Roberts in the scheme presented here.(V) During the investigation of the hidden charge problemwe have envisaged the possibilityof a continuous family of charged sectors. Can one construct such an example, eventuallywith help of Guichardet's continuous tensor product [Gch69]? During the constructionone has to face the problem that the �eld algebra shall be countably decomposable. Theopposite possibility is the case where the center of N c1 (W ) is purely atomic. To answerthese questions further investigations are needed.(VI) Although we derived the structure of the superselection sectors only for Bose �elds,it should be possible to do the same also for Bose{ and Fermi Fields. In this case F(O) isa graded algebra which can be handled with small modi�cations as the pure Bose case.(VII) The content of Sect. 6 has partly be explained in [Bch99]. The structure of sub{theories of QFTLO has also been investigated by D.R. Davidson in his thesis [Dav88].144



HJB|Apr./997. Problems for the futureAt the end of every section we have mentioned some problems. Nevertheless, there aresome questions which should be discussed because they are, in my opinion, of importancefor the future development of QFTLO.7.1)About the restriction to lower dimensionsAxiomatic approach to QFTLO has, compared to the Lagrangean setting, the disad-vantage, that there exist mathematical operations, which allow to construct new theoriesout of two or more given ones. These new theories do not contain any new physics. Exam-ples of such operations are the direct sum, direct product, and additions of charged Bose�elds to the observables. Therefore, one is interested in characterizing theories which areindecomposable with respect to such operations. However, there is one operation which isof di�erent nature. This is the restriction to lower dimensions. For Wightman �elds it isknown [Bch64] that the �eld operators are C1{functions in spacelike directions with valuesin the space of operator valued distributions (in the time direction). Hence one can restrictWightman �elds to lower dimensions, as long as the lower dimensional space contains thetime direction. The restriction in x{space corresponds to integration in momentum space.Therefore, if the orginal theory has an isolated mass, then such information gets lost bythis operation. Hence also this operation is unwanted.In QFTLO exists a similar operation. Assume fM(O); IRd+1; �g is a given theory,then one can construct a theory on IRd as follows: Let D̂ be a double cone in IRd, then thisis the intersection of a double cone D(D̂) in IRd+1 with IRd. On the other hand denoteby K(D̂) the cylindrical set obtained by choosing the �rst d variables in D̂ and the lastvariable arbitrary. D̂ is again the intersection of K(D̂) with IRd. Now we choose N (D̂)such that M(D(D̂)) � N (D̂) �M(K(D̂))holds. Then fN (D̂); IRd; �g de�nes a QFTLO provided we choose that N (D̂) ful�ls co-variance (in IRd) and isotony. But these conditions are easily ful�lled. Therefore, thereexist many di�erent restrictions. Notice that for the wedge{algebras all these di�erentrestrictions coincide and are equal to M(W ). This follows from the double cone theorem.Thm. 1.4.4.Since the restriction leads to unwanted e�ects one would like to reconstruct the originaltheory. I hope, that with help of Tomitas modular theory this will be possible one day.Let us look at examples, in order to see, that my hope is not completely unjusti�ed.7.1.1 Example: Take a conformal QFT in two dimensions. Choose a �xed timelikedirection and restrict the theory to this line. As algebra of an interval take the algebra ofthe associated double cone, i.e. if (a; b); a < b is the interval then we associate to it thealgebra of the double cone (a+ V +)\ (b� V +) where V + denotes the forward light{cone.By this we obtain a theory on the line.The algebraM(V ++a) with a not on the line ful�ls the condition of half{sided mod-ular inclusion with respect to the algebra of IR+. This algebra is not associated with145



HJB|Apr./99any set of IR1. Moreover, the associated translation commutes with the translation alongthe time{axis. From the two{dimensional group of translations it should be possible toreconstruct the orginal theory on IR2.7.1.2 Example: Take a standard QFTLO in three dimensions and restrict it to twodimensions. Then one should be able to recover the original theory since the algebraM�W (`1; `2) \W (`1; `3)� ful�ls the condition of half{sided modular inclusion with re-spect to the wedge algebra. This algebra is not associated to a subset of IR2. But thecorresponding half{sided translations allow to reconstruct the translational part of thestabilizer group of `1. Also here one should be able to reconstruct the orginal theory onIR3. In order to be able to reconstruct the original theory one has to understand thespaces of �half{sided translations (and the spaces of half{sided modular inclusions) forthe algebras of the wedge domains. In conformal �eld theories one has to look also at thealgebra of the forward light{cone.When we constructed the Poincar�e group from the modular groups of the wedges(section 4.4) we were able to show that certain half{sided translations commute. One hasto understand better the principle behind this phenomenon.Looking at the example of the forward lightcone in conformal �eld theory one sees,that the algebras of any subdomain S ful�lling S + V + = S belong to Hsmi(M(V +))�.Hence there exists a half{sided translation associated with it. For a 2 S one has the half{sided translation of M(V + + a) with its generator denoted by Ha. It should be possibleto express the generator of the group associated withM(S) in terms of the family fHag.The spaces Hsmi(M)� and Hsmi(M)+ have certain order and convexity properties.These are explaind in [Bch96a]. Moreover, one can introduce an equivalence relation inHsmi(M)� (and also in Hsmi(M)+) as follows:7.1.3 De�nition:Let N1;N2 2 Hsmi(M)� and Ui(t); i = 1; 2 their associated translations. ThenAdUi(t� 1)Ni will be denoted by Ni(t). We call N1 and N2 equivalentN1 � N2if there exist two non{zero positive numbers �1; �2 withN1(�1) � N2 � N1(�2):Because of the decreasing monotony of N1(�) one must have �2 � �1.It is interesting to notice that this order structure survives if one passes to the space ofequivalence classes. This discussion shows that Hsmi(M)� has a rich structure, but up tonow it is not clear how to get to the geometric structure on which the algebraM is based.In the example of the wedge one has to construct the algebra M(W (`1; `3)) fromthe knowledge of the algebra M�W (`1; `2) \W (`1; `3)�. This is possible since the half{sided translation connectingM(W (`1; `3)) with M�W (`1; `2) \W (`1; `3)� is also a half{sided translation of the latter algebra. Knowing this translation one can reconstruct146



HJB|Apr./99M(W (`1; `3)). The only problem here is the normalization of the group. If U(t) 2Hstr(M)+ and � > 0, then U(�t) 2 Hstr(M)+ . Therefore, � has to be �xed for thecorrect application.7.2)Vacuum states on the hyper�nite III1 algebraAs discussed in Thm. 5.3.9 the Buchholz{Wichmann nuclearity property Cond. 5.3.7implies that the local algebras are hyper�nite III1 algebras. Therefore, the algebras be-longing to wedges are also hyper�nite and of type III1. By a result of Haagerup [Hgr87]there exists (up to unitary equivalence) only one hyper�nite III1 factor. Therefore, it istempting to ask wether or not the vacuum state of a QFTLO can be characterized byalgebraic means. What I have in mind is the structure of the set of half{sided translations,or equivalently half{sided modular inclusions connected with the vacuum state of the giventheory. The situation shall be explained by examples.7.2.1 Example: The QFTLO on the line.Here the wedge algebra is associated with the half{line IR+ = f(0;1)g. If we lookat the algebra associated with the set (1;1), then this ful�ls the condition of �half{sidedmodular inclusion and the algebra belonging to (0; 1) ful�ls the condition of +half{sidedmodular inclusion. In this situation M((0; 1)) is the relative commutant of M((1;1)) inM(IR+) and the corresponding half{sided translations together with the modular groupof M(IR+) generate the M�obius group.7.2.2 Example: QFTLO on the d{dimensional Minkowski space, d > 1.For d = 2 one has for the algebra of the wedge two half{sided translations with oppositesign. These are the translations along the two lightlike directions. In this case the twotranslations commute and the two translations together with the modular group of thewedge{algebra generate the two{dimensional Poincar�e group. In higher dimension we willrestrict to theories ful�lling the Bisognano{Wichmann property. In this situation we knowfrom Thm. 4.4.3 that the algebra M(W [`; `1]) \W [`; `2]) ful�ls the condition of �half{sided modular inclusion with respect to the algebras M(W [`; `1]) and M(W [`; `2]). Inthis situation we obtain forM(W [`; `1]) a family of half{sided modular inclusions labeledby the direction of `2. A precise characterization of this situation is still missing. Thisis due to the fact that one is looking for Loerentz transformations and not for the groupgenerated by the half{sided translations.7.2.3 Example: Conformal �eld theories in higher dimension.In this situation the set of half{sided modular inclusions is much larger. This is dueto the fact that one has timelike commutativity. Let G be a set with G+ V + = G then itis easy to see that M(G \W ) ful�ls the condition of �half{sided modular inclusion withrespect to the algebraM(W ). But the importance of the associated half{sided translationsis not known.7.2.4 Example: QFT on the two dimensional de Sitter space.The two{dimensional de Sitter space is isomorphic to the one{sheeted hyperboloidin the three{dimensional Minkowski space. A wedge in this space is the intersection of147



HJB|Apr./99the wedge in the ambient space with the hyperboloid. It turns out, that also in thissituation the translations along the the lightlike directions are half{sided translations. Butthe situation is di�erent as well from the �eld theory on the two{dimensional Minkowskispace as from the �eld theory on the line. Since the "shifted wedges" of the de Sitterspace can have an empty intersection it follows that the vacuum vector is not cyclic for thecorresponding algebras. This implies that the two translations do not commute. Hence thesituation is di�erent from the Minkowski space theory. The situation is probably di�erentfrom that of the line, because it is unlikely, that the di�erent subalgebras ful�lling thecondition of �half{sided modular inclusion are relative commutants of eachother. (Fordetails on QFT on de Sitter see e.g. [BB98].)7.2.5 Problems:1) Can one characterize those states on a hyper�nite III1 factor which permit one or more�half{sided modular inclusions?2) If a state permits at least one half{sided modular inclusion, what are the di�erentfamilies of such inclusions which can appear?3) Can one discriminate di�erent theories of local observables by means of the set of half{sided modular inclusions?7.3) Can one interprete the local modular groups as localdynamics?For many questions in quantum physics it is advantageous to have a local dynamics.This is in particular the case if one is interested in de�ning Gibbs states of a system. Ifone starts from the usual quantum theory one chooses as subsystems the particle in a boxwith re
ecting walls or periodic boundary conditions. This de�nes a quantum system andthe corresponding Hamiltonian is considered as the local one. In Lagrangean quantum�eld theory the energy is usually given as an integral over a Hamiltonian density. In thissituation one takes as local energy the integral of the energy density over the region one isinterested in. Sometimes one has to take for the integration a smooth testfunction whichis one in the domain of interest and which tends to zero in a small neighbourhood of thatregion. In the theory of local observables a de�nition of a local dynamics or an energydensity is up to now only possible if the theory ful�ls the nuclearity condition of Buchholzand Wichmann [BW86]. For the construction of a local dynamics see e.g. Buchholz andJunglas [BJ89] and for the energy density see Buchholz, Doplicher and Longo [BDL86].Since for a general QFTLO there exists no concept which could be used as local dynamics,it is tempting to interprete the properly scaled modular groups of local regions as localdynamics.First we have to explain what we want to understand by a local dynamics. Let us �xa vector x0 in the forward light cone V + with x20 = 1. The double cones Dx0R are de�nedby Dx0R = fRx0 � V +g \ f�Rx0 + V +g: (7:3:1)Let UR(t) be a family of unitary groups depending continuously on R such that the148



HJB|Apr./99group AdUR(t) belongs to the automorphisms ofM(Dx0R ). Then we say that these groupsde�ne a local dynamics if for every bounded set O the expressionUR(t)A
; A 2 M(O)converges for R!1 to T (tx0)A
 in the topology of the Hilbert space and this uniformlyon every compact of the t{axis.That the modular groups might be a good candidate is indicated by the following twoexamples.7.3.1 Example: For a �xed double cone we choose D = fx; jx0j + k~xk < 1g and therunning double cone will be replaced by a running family of wedges WR :=W �Rx1 withR > 1 and x1 is a �xed vector perpendicular to the time direction x0 with (x1)2 = �1. Ifwe denote the modular group of WR by �itR then we choose as local dynamicsUR(t) = ��i t2�RR :Because of ��i t2�RR = T (�Rx1)��i t2�R0 T (Rx1) this becomes with Remark 2.5.3= T ((�W (� t2�R ) � 1)Rx1)��i t2�R0 , where T (x) denotes the representation of the transla-tions. With Eq. (1.5.3) we �nd:(�W (� t2�R )� 1)Rx :1= x0R sinh tR + x1R(cosh(� tR ) � 1) = x0t+O( 1R ):This implies UR(t)A
 = T (tx0 +O( 1R ))��i t2�R0 A
:Since �it0 is strongly continuous we obtain by the unitarity of the operatorss� limR!1UR(t)A
 = T (t)A
; A 2 M(D):7.3.2 Example: As a second example we look at conformal �eld theory, where the modulargroups of the double cones are known (Thm. 3.2.2). We choose as running domains thedouble cones of radius R and chooseUR(t) = ��i t�RR :With the notation of Thm. 3.2.2 this corresponds to the transformationx�(� t�R ) = R�(1� x�=R) + e2t=R(1 + x�=R)(1� x�=R) + e2t=R(1 + x�=R) :For small x� and large R we obtainx�(� t�R ) = x� + t+O( 1R ):149



HJB|Apr./99Since the representation of the conformal group is continuous it follows, also in this exam-ple, that U(t) converges for large R to the time translation.There is one essential di�erence between the two examples, namely the scaling of thecorresponding modular groups di�ers by the facter 2. I think that one has to understandthe origin of the di�erence in the scaling factors before one is able to prove that ��i t�RRconverges to the time translation also in the general case.7.4)Modular theory in charged sectorsAlmost all the results described in this review are based on the fact that cyclic andseparating vector 
 for the local algebras is at the same time the only vector which isinvariant under the representation of the Poincar�e group. We do not have this situationin the charged sectors. But if we take a vector  which has compact energy contributionand if ` is one of the lightlike vectors de�ning the wedge W (`; `0), then U(�`); � 2 IR isagain a group with positive generator which maps M(W (`; `0) into itself. Moreover thevector U(�`) is again a vector which is cyclic and separating forM(W ). In addition themodular group of U(�`) can be computed from that of  with help of the cocycle RadonNikodym derivative [DU(�`) : D ]t, [Co73b], [CT77]. If we denote the Radon Nikodymderivative for a moment by ut, then the cocycle relation meansus+t = us�s (ut): (7:4:1)The action of the modular group belonging to U(�`) can be computed with help of theformula�tU(�`) (A) = [DU(�`) : D ]t�t (A)[DU(�`) : D ]�t ; A 2 M(W ): (7:4:2)7.4.1 Problems:(i) We know that the group U(�`) has an analytic continuation into the upper complexhalf{plane. What does this imply for the Radon Nikodym derivative [DU(�`) : D ]t?Note that for complex � the vector U(�`) is again cyclic and separating forM(O), whichimplies that the Radon Nikodym derivative is also de�ned for those values of �.(ii) Does there exist any relation between �it ; [DU(�`) : D ]t and U(�`) besides theknown standard ones?References[Ar64] H. Araki: On the algebra of all local observables. Progr. Theor. Phys. 32, 844-854 (1964).[AW68] H. Araki and E.J. Woods: A classi�cation of factors, Pub. R.I.M.S., Kyoto Univ. 4, 51-130(1968).[BI79] J. Bellissard and B. Iochum: Spectral theory for facially homogeneous symmetric selfdual cones,Math. Scand. 45, 118-126, (1979). 150
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